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Introduction

Raj B.K.N. Rao

(COMADEM Centre, Faculty of Engineering and Computer Technology,
Birmingham Polytechnic, Perry Barr, Birmingham, UK)

Y.H.J. Au and B.J. Griffiths

(Department of Manufacturing and Engineering Systems,

Brunel University, Uxbridge, Middlesex, UK)

To create, to engineer, to err and to destroy are basic human traits. Human
progress depends upon the balanced exploitation of some of these traits. Our
quality and standards of living are closely intertwined with the effective
management of some of these traits and the limited physical resources that are at
our disposal. The only sensible approach to harmonize and blend these two
spheres is to effectively monitor, diagnose and control our own actions and
reactions, at every stage.

We are now privileged to live in an age of advanced technology which is
significantly influencing the basic infrastructures of our societies, on which our
lives now depend. The rapid rate at which the technological changes are spreading
is causing much confusion and uncertainty in communities, governments and
industries at different levels. This, in turn, is creating and widening gaps and
mismatches of unknown dimensions in almost all human endeavours. Such
undesirable tendencies must be monitored, diagnosed, prognosed and controlled
with the utmost haste and urgency.

Many have expressed an understandable concern as to whether our industries
can remain competitive in the 21st century. It is not superhuman to improve our
quality and standard of living and the desired productivity levels, unless we aim to
achieve an all-round efficiency, improve public morale and confidence in health
and safety matters, and to inculcate the competitive spirits, at all levels. It is,
therefore, obviously clear that today’s solutions demand a holistic approach to
many problems. Condition Monitoring and Diagnostic Engineering Management
(COMADEM) provides the much needed international platform for multi-
disciplinarians to meet, discuss and frankly exchange views, thoughts and
information on any technological matters and issues that will affect our present
and future civilizations.

We believe that through COMADEM a greater awareness, understanding and
involvement between the management and the work-force could be firmly
established. COMADEM is a money saver. Judicious applications of the
principles and practices of COMADEM helps by creating the goods and services
the customers want within time and within budget. COMADEM provides a



positive disciplined attitude to cope with any undesirable changes with maximum
efficiency and minimum delay.

The contents in these proceedings reveal the significant advances that are being
made in a wide variety of engineering and other disciplines. The editors are
indebted to all the authors who have spent considerable time, effort and energy in
preparing and submitting their invaluable contributions to these proceedings at
such short notice. Thanks are also due to Mark Hammond and his able staff for
their patience and perseverence in producing these proceedings in a professional

manner.




Condition monitoring today and tomorrow —
an airline perspective

A.C.D. Cumming

Director of Engineering, British Airways, London, England

Abstract
The objectives, processes and potential for development of maintenance programmes applied to
civil aircraft structures will be discussed.

In the area of engine condition monitoring, mention is made of the various techniques
used in airlines to monitor engines while operating in service, and the methods employed to
inspect them internally without disassembly.

From the avionics point of view, the experience with built in test equipment is
discussed, together with the future prospects for improving its performance. Finally, the
area of flight data recording and telemetry is referred to.

Keywords: Condition Monitoring, Aircraft Structure, Airworthiness, Safety, Boroscope,
Engine, ACARS, BITE.

1 Introduction

The concept of Condition Monitoring is very important to my Engineering Department in
British Airways, and indeed forms the very basis of the modern philosophy in aircraft
maintenance that we have been instrumental in formulating, in conjunction with the industry
and regulatory bodies, over the years.

The process of implementing, controlling and monitoring the Condition Monitoring
programme is a very expensive one, involving considerable resources of manpower. It is,
however one that I feel is cost effective and that provides the very necessary safeguards in
terms of aircraft safety. I will speak today of three important areas with respect to
Condition Monitoring from an airline’s point of view - Aircraft Structure, Engines, and
Avionics.



2 Aircraft Structure

Maintenance of the structure of an aircraft in the public transport category is predominantly
On Condition. Defects are rectified as and when they are found by inspections carried out in
accordance with a scheduled inspection programme.

Some structure, principally where high strength forgings are used, and where an economic
inspection programme cannot offer adequate assurance against catastrophic failure, is subject
to Hard Time maintenance, via either an overhaul programme or finite life replacement.

An element of Condition Monitoring exists, however, in that most operators, acting in
accordance with the rules set out by their Airworthiness Authorities, will:

Analyse defect histories and adjust their maintenance
programmes accordingly.

Report significant findings to their Authority and to the aircraft manufacturers. These
reports will be reviewed together with those from other operators of the same type of
aircraft. The operators will react to advice or bulletins which recommend a change to the
maintenance programme or to the objectives issued by the Authority.

All operators who have a fleet of aircraft will carry out sampling programmes to identify
the maintenance needs of structure where no economic requirement has been established by
analysis, test or previous experience and where deterioration which is critical to
airworthiness is improbable. If, for example, an operator has a fleet of 20 aircraft, he may
be required after 5 years to inspect each such area on 2 aircraft each year until, after 15
years, the area has been inspected on all aircraft in his fleet. The process will then start
again, possibly at a more intensive level and will continue unless and until significant
defects are found. The operator will then be required to schedule regular inspections of
that area in all aircraft in his fleet. Reporting back to the aircraft manufacturer is an
integral feature of this type of programme in that knowledge is based on findings from all
aircraft of the type worldwide.

The Condition Monitoring principle is particularly relevant to structure where the
maintenance requirements:

Are highly dependent upon the type of operation.
Can only be quantified by service experience.



Airworthiness Directives currently being drafted will require operators to react to the
findings of a baseline corrosion inspection and control programme and to work with their
Authorities in developing and adjusting a schedule of maintenance that will limit corrosion
to a level where the remaining sound structure is still capable of carrying all the design
loads.

Condition Monitoring is a process which extends throughout the life of an aircraft and, in
the case of structure, may be expected to become more significant as the effects of aging
become more manifest and critical.

3 Engines

The most expensive functional entities on an aircraft are the engines. Therefore, in order
to optimise their use and keep them operating as long as possible between overhaul and
repair, while still maintaining the stringent safety standards which have become the hallmark
of airline operations, it is necessary to monitor the condition of the engines while they are
in service.

The first line of monitoring is done by the flight crew who monitor the engine instruments
continually during flight, reporting on any abnormal indications. Following on from this
there are the routine inspections carried out by the ground engineers consisting of visual
inspections of the external engine parts. To monitor the internal parts we use various
methods, the most important of which are:

The use of boroscopes, or as they are sometimes called, endoscopes. These devices are
most commonly shown being used for internal medical examinations. We use them extensively
for carrying out routine inspection of internal parts of the engine which are known to
deteriorate with time, such as combustion chambers and turbine blades. This enables us to
continue to operate the engines for longer periods without removing them for overhaul.
Without this ability, the lives of the engine would have to be set much lower, determined
by the worst engine. For example with the RB211 we are currently achieving lives of
14,000 flying hours which is equivalent to 3 years in service, but some engines due to the
condition found by boroscoping only achieve 8,000 hours. Boroscopes are also very useful
in the field of troubleshooting. If an engine is reported for being low on performance, a
boroscope check on the rotating assemblies could determine that the problem is a blade
failure, which would require an engine change, or perhaps that a bleed valve is open,
which could be fixed insitu.



The analysis of the engine oil can reveal much important information. As an engine runs, minute
particles of metal are produced from the oil wetted parts. These particles remain in suspension in
the engine oil and are so small they are not trapped by the engine filters. With normal oil loss and
replenishment the particles do not increase in quantity over the life of the engine. If on the other
hand a part starts to wear abnormally, the particle count will increase. Spectrographic oil analysis
is the tool we have which enables us to identify this increase in particles. The two most widely
used methods in use in the airline industry are atomic absorption and spectrographic emission.

With the atomic absorption method, a small sample of oil is burnt, and the flame is analysed through
a light source which is particular for each element. This is very accurate, giving readings as low

as 0.1 parts per million (ppm) but the analysis is laborious unless the material being monitored is
known.

Spectrographic emission is similar to atomic absorption in that a small quantity of the oil is
burnt. It is not so accurate being only able to detect particle counts down to 1 ppm. It has the
advantage that the quantities of all the elements can be read at one burn.

Which method should be used is very much a case of horses for courses. For example, the JT9D engine
fitted to the Boeing 747 aircraft normally only produces ferrous particle counts of 0.2 to 0.4 ppm and an
increase of 0.6 ppm is significant. Therefore atomic absorption is required. Conversely, the JT8D engine
fitted to the Boeing 737 aircraft produces counts of 10 ppm with increases of 10 ppm being significant.

We therefore use the emission method with the advantage of monitoring many more elements.

In addition to checking for metal contamination, oil is also checked for viscosity and acid content.

Both these give an indication of the environment in which the oil is working; any change would be a
warning that the environment is hotter than normal and therefore there is a defect such as an air seal
allowing hot air into a bearing chamber for instance.

Coupled with the oil analysis is the use of magnetic chip detectors or MCDs. These are small,
removable plugs fitted with a powerful permanent magnet and situated in convenient positions in the engine
scavenge oil system, the main criteria being that all the scavenge oil must pass over an MCD. The
disadvantage of MCDs is that they will only catch magnetic materials, but as most of the rotating parts
are made from magnetic materials, the



success rate is high. The function of the plugs is to catch any magnetic metal particles in

the oil which have been generated by any of the oil wetted parts such as bearings, gears

etc. By analysing the material it is possible to determine whether the metal catch is

indicating the impending failure of a main line bearing, which would necessitate an immediate
engine change, or wear on a gear or shaft which takes longer to fail and therefore only
requires a planned change at some later time. We in British Airways are proud of the way we
manage MCDs. The MCDs are removed on a routine basis and sent for laboratory analysis. Here
the debris catch is microscopically examined by experts who determine by the shape and form
of the metal pieces whether they are genuine failure indications. Any suspect particles are

then analysed using our own X-ray Energy Dispersive equipment, which is capable of analysing
the constituent elements in metal particles down to 0.010 inch in size. This has saved a

large number of bearing failures occurring which are expensive and result in the

inconvenience of an unscheduled engine change, which very often occurs away from base. It
also reduces the secondary damage to a minimum. For example, the cost of an engine removal
and repair for a successful "find" will be in the region of £20,000 whereas a missed bearing
failure could be in excess of £500,000 and could be uncontained.

Similarly, we inspect the engine oil filter on some engines, although this is not so
successful as the MCDs but docs have the advantage of catching all the pieces, irrespective
of the material.

Another tool that we use is Engine Performance Trend Analysis. This is where the engine
parameters such as spool speeds, exhaust gas temperature, fuel flow and EPR (engine power)
are taken under cruise conditions. These figures are fed into a computer which corrects them
to standard day conditions. It then
compares them with a set of figures which are the average engine paramelers for a standard
day. From this we can see any engine deterioration trends which is useful in anticipating
when engines are coming to the end of their useful life and thus schedule their removal.

This monitoring can also show up rapid changes in the parameters which are indicative of
failures within the engine such as blade failure, or defects in the instrumentation system.

A further development of this is the Engine Module Performance Analysis. Most modern
engines are designed to be taken apart in sections or modules such as the compressor or
turbine. By recording additional parameters to those mentioned previously, such as pressure
and temperatures through the engine, it is possible to determine on an engine with a
deteriorated performance which module or modules are at fault. It is then only necessary to
change those modules to restore the engine’s performance, thus saving a great deal of time
and energy by not overhauling serviceable modules.



Engine condition monitoring is extremely important in the operation of the modern jet
engine. The cost of maintaining it is high - in British Airways we spend in the region of
£250,000 per annum on oil analysis, MCD inspection and trend monitoring. This is easily
offset by the advantages when, for example, there are savings of up to £500,000 by the early
detection of an impending bearing failure. Last year on the RB211 engines alone there were 9
such cases. Increasing the life of an RB211 engine by 1,000 hours at an hourly cost of
approximately £80 would save £80,000 per engine - and we have 265 RB211s in our fleet.

As for the future, we are presently installing an automatic data link system on our
aircraft, known as ACARS. This will complement the on board Flight Data Recording System
which continuously monitors engine parameters, by automatically sending the data directly to
the Engineering base in real time. Thus, not only will the Development Engineers and
Maintenance Engineers have the information ahead of the aircraft landing, they will also have
the opportunity to ask the flight crew for further information under the exact operating
conditions. :

4 Avionics

The situation with regard to avionics these days is of course that the vast majority of the
equipment is solid state, and therefore lends itself well to the Condition Monitoring
concept. Great strides have been made in the recent past in the area of BITE (Built In Test
Equipment). For instance, the first generation of digital avionics aircraft, including the
Airbus A320 and the Boeing 757 and 767, had systems with a BITE efficiency design target of
95%, that is, the BITE system should identify correctly 95% of all faults. In practice, this
figure has indeed been reached, but even so, of course it still means that 1 in 20 faults are
not picked up by BITE. Of more immediate importance to the airline, with the requirement to
get aircraft serviceable and on time, is the fact that the BITE circuits have been
over-sensitive to transient conditions, either power spikes or sensor perturbations, that
have caused the BITE circuit to erroneously annunciate a fault condition. This has caused a
great deal of time and effort to be expended in tracing non-existent defects, but in addition
has had the side effect of reducing the maintenance staff's confidence in the BITE systems -
a case of crying "Wolf"!

To a certain extent, this problem has been the result of design engineers trying to get
the BITE to pick up genuine fault conditions in as quick a time as possible - there is a
trade off to be considered between this and false warnings. However, a number of
modifications have been introduced with significant



benefit, and it is true to say that now, the BITE systems are an indispensable feature of the
avionics systems.

What of the future? Well, hopefully the airframe systems design engineers and the
equipment design engineers will have reacted to the torrent of criticism (all constructive of
course!) that has come their way from the airlines, and the next generation of avionics will
not have the false triggering problem to the same extent. It would be a pious hope of course
that it will have been completely eradicated - being under software control there is an
inevitable element of an unforeseen bug either in the software specification or in the
coding. In addition, the airlines will be looking for an increase in the design target from
95% to perhaps 99.5% so that the potential exists for a policy whereby under normal conditions
if the BITE indicates that no problem exists in a particular black box then it remains on the
aircraft. Ultimately, a time will come when BITE will be the sole arbiter of whether a unit
should be removed for an operational malfunction.

Of course, all this BITE technology doesn’t come free! In fact a significant proportion of
the cost of the equipment is accounted for by the BITE function - probably between 30% and 40%
- not because of any large hardware content but because of the large software content. It is
interesting to note that the split of costs in a typical digital avionics system these days is
around 80% for the software aspects and only 20% for the hardware. It is important therefore
that we do not lose sight of the requirement for this BITE function to be cost effective over
the life of the equipment. It will be a case of the law of diminishing return in the drive
towards a fully effective BITE.

Another aspect of condition monitoring in the avionics systems that is presently being
developed is that of Fault Tolerance. The next generation of aircraft, including the Airbus
A330 and A340, and the Boeing 767X will have some fault tolerant avionics. The aim of this
approach is for the systems to be designed so that any single fault will have no effect on the
functional capability of the equipment, i.e. such a fault will be transparent as far as the
flight crew are concerned. Furthermore, the probability of a second fault not occurring in
the next 200 flying hours (the effect of which in combination with the first system may cause
a functional degradation) will be 99%. This will mean that, an aircraft will not normally
need any avionic line maintenance troubleshooting, and the aircraft can continue in service
until it next has a base check. Once again, this concept will have an impact on the cost of
the equipment and the airlines will need to monitor the efficacy of the concept in practice,
but it certainly holds a promise of producing a worthwhile reduction in unscheduled
unserviceability of aircraft,



Condition monitoring today and tomorrow —
a manufacturing perspective

B.E. Jones
The Brunel Centre for Manufacturing Metrology, Brunel University, Uxbridge, England

Abstract

Improvements to condition monitoring and predictive maintenance of the process,
and predictive metrology for control of product quality will continue as means to
sustain a competitive edge in manufacturing. Development of sensing techniques
and expert systems will be important.

Keywords: Manufacturing Metrology, Sensors, Predictive Maintenance.

1 Manufacturing

Manufacturing embraces all the production industries with the exception of
energy and water supply. It includes metal and chemical production, mechanical
and electrical engineering, and the manufacture of metal goods, vehicles, food,
textiles, furniture, paper and plastics. As a consequence of the competitive need
of industry to be highly efficient and quality conscious, manufacturing metrology
is evolving from traditional engineering metrology dominated by the skills of
quality inspectors at the end of production lines, to automatic inspection methods
off-line, in—cycle and in-line, and utilising microelectronic, computer (hardware
and software) and novel optical techniques (Jones 1987a, Kalpakjian and McKee
1987). Suitable sensing techniques, sensors and transducers are essential to this
developing situation. It is important to maintain a realization of traceability in
dimensional metrology (Beyer and Kunzmann 1989).

2 Condition monitoring

Condition monitoring is concerned with the analysis and interpretation of signals
from sensors and transducers installed on operational machinery. The monitoring
of a machine condition or 'health' is normally done by employing sensors
positioned on the outside of the machine, often remote from the machine
components being monitored. Analysis of the information provided by the sensor
outputs is done using systems employing microcomputers. Some form of
interpretation of the analysed output is then needed to establish what actions to
take.

The justification for the large investment in developing condition monitoring
methods and equipment is to avoid costly downtime and catastrophic failures. A
condition monitoring system can also be a test and quality assurance system for
continuous processes as well as discrete component manufacture. Thus techniques



normally associated with automated condition monitoring, such as dynamic
analysis, spectrum comparison and fault diagnostics can be used for product
quality monitoring (Hughes 1988). Recent case studies report condition—based
maintenance schemes (Brennan and Morris 1989, Thorpe 1989).

There are many condition monitoring systems/methods and diagnostic tools now
available (Jones 1988). Condition monitoring and Diagnostic Engineering
Management (COMADEM) is a multidisciplinary subject and key functional
components of all COMADEM systems are the sensors and associated
instrumentation.

3 Industrial metrology

The usage of sensors in manufacturing seems bound to increase, because of the
need for automated and flexible processes (Jones 1987a). Thus while some post—
process inspection is always likely to be employed, in-line inspection will
increase, as will the use of robots. More sensors will be used in each stage of
manufacture (pre-process inspection, machining/extruding, assembly, post—process
inspection/testing) and in intelligent robots.

Industrial metrology is concerned with sensors to measure movement of
machine tool parts and monitor tool wear (Hale and Jones 1990) and the
dimensions of artefacts in machining centres, sensors for robots in flexible
manufacturing systems, sensors to gauge mating parts for selective assembly or
allowing for interchangeability, and sensors for inspection and testing of
assembled or part—assembled products. Sensors are required in all the widely
differing manufacturing fields. In general the dimensional shape and physical
properties of functional parts need to be inspected.

4 Sensors

It is evident that to be a successful practitioner in the fields of condition
monitoring and industrial metrology requires a good breadth of knowledge about
sensing techniques, sensors and instrumentation. An awareness of technical trends
is important, and useful texts are now available (Jones 1987b).

5 Examples of current developments
5.1 Improved wear-debris detection (Flanagan et al 1988)

The characteristics of wear—debris in the lubricant flow of a machine can
indicate the nature and severity of wear in oil-wetted components and the
greater the severity of the wear, the higher the concentration and size of the
wear—debris particles. Most current wear—debris monitoring techniques operate
off-line. Recently a prototype on-line wear—debris monitoring system has
been developed which is able to identify the material and approximate size of
metallic debris particles. An inductive sensor is used. Ranges of operation are



100-400 pm diameter for ferrous particles, and 200-500 pm diameter for non-
ferrous particles. Work aimed at substantial improvements in the range of
particle sizes which can be analysed is being undertaken.

5.2 Improved acoustic emission sensing (McBride et al 1990)

Acoustic emission (AE) has been shown to be a useful technique in monitoring
the state of wear in machine tools. Conventionally, contacting piezoelectric
transducers are used for AE detection, although operationally a non—contacting
technique would be preferred. Recently a non—contact technique has been
developed based on optical interferometry, using fibre optics, to realise a
miniature and robust probe for detecting AE by measuring the small amplitude
(~0.1 nm), high frequency (0.1 - 1 MHz) surface vibrations which it produces.
The extended bandwidth should yield more complete information on the AE
process than presently available.

5.3 Intelligent condition monitoring (Smallman 1988/89)

The intelligent condition monitoring of industrial plant is a rapidly expanding
area of research. It combines two radically different principles: classical
condition monitoring and intelligent knowledge-based systems (IKBS). IKBS
has been defined as a syustem which emulates human problem solving
behavioiur. The knowledge base is the heart of the system; it contains facts,
heuristic rules and almost any piece of knowledge which an expert would use
in the solution of a problem in the application area (domain) which the system
covers. An IKBS system can carry out fault diagnosis, performance analysis
and planning using intelligent pattern matching to recognise trends in the
output of a condition monitoring system. Diagnosis can take place at three
levels: alarm diagnosis, steady-state diagnosis (relatively certain diagnosis of
problems, based on interaction with the operators, and historical and real-time
data), and transient analysis (reccommendations only are offered, as the time
frame is too short).

5.4 COMADEM and a flexible machining system (Maksym 1988)

The Lucas Machine Division of Litton Industries in the USA has combined
two of their boring mills, an automatic toolchanger, an AWGYV, a tool preset
area, and a CMM into a flexible machining system (FMS). The FMS is
computer controlled, for example, the computer sequences the parts through the
required operations including fixturing, machining, refixture, and inspection.
The software system also includes a tool management system that manages the
large tool inventory, calculates and tracks tool life, and directs the movement
of tools between storage positions and maching operations. The CNC
controller at each machine monitors the spindle drives to detect increases in
horsepower that indicate tool wear and calls for tool change when the tool
becomes dull. Potential problem areas such as coolant levels, motor
temperatures, and violations of safety zones on the machine are also monitored.
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Diagnostic messages for these and other problems provide early warning and

trouble—shooting assistance to help increase system utilization. Lucas reports
average productivity increase of 300 per cent over their previous conventional
machining operations and consistently higher quality levels.

5.5 The application of condition monitoring techniques to product quality
monitoring (Hughes 1988)

The demand for greater quality assurance points to 100% testing of the
assembled product. There is a need for inspection techniques which combine
the speed and accuracy of automated testing, with the flexibility and diagnostic
capabilities of the skilled human inspector. The automated system needs to be
given the sensors, analytical capability and accumultated 'experience' of the
human. Techniques normally associated with automated condition monitoring,
such as dynamic analysis, spectrum comparison and fault diagnostics may be
used to create a sensitive inspection technique for mechanical products capable
of detecting faults not easily found from performance tests. This is an
inspection technique for the overall 'health' of a product. Instead of using the
product to monitor the process, the technique is to monitor the process itself,
and so control the quality of the product. By combining a knowledge of the
acceptable range of data variations with closely controlled test conditions, and
loadings, a high sensitive method emerges for verifying the quality of an
assembled product.

6 Future trends

Proceedings of recent conferences indicate steady advances in condition
monitoring and quality control of manufacturing plant (Rao and Hope 1988, 1989:
ISMQC/IMEKO 1989: Beyer and Kunzmann 1989) Non-contacting optical
devices are important (Whitehouse 1985) as are the use of expert systems (Au et
al 1988). 'Deterministic metrology' looks promising, although there is a need to
simplify the development phase using software based on real-time expert system
architecture. Future developments are aimed at a significant reduction in the
development effort. Condition monitoring and predictive maintenance of the
process, and predictive metrology for control of the product quality must continue
to increase in importance as the means to sustain that competitive edge in
manufacturing (West 1989).
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Dynamic performance of a hydrostatic thrust bearing
with an ERFS and grooved lands

D. Ashman, BSc., PhD., C.Eng., M.I.Mech.E.
Birmingham Polytechnic, Birmingham, West Midlands, England

E.W. Parker, BSc., PhD., C.Eng., F.I1.Mech.E.
Wolverhampton Polytechnic, Wolverhampton, West Midlands, England

A. Cowley, MSc., PhD.
UMIST, Manchester, England

Abstract

The work described in this paper deals with the design,
construction and instrumentation of a high-speed multi-
recessed hydrostatic thrust bearing test rig, which had
the facilities of applying static and dynamic loading to
the bearing arrangement together with varying the land and
pocket geometry. The experimental dynamic loading results
with an ERFS and grooved lands are then compared with
those with a conventional plain pocket and flat lands.
Keywords: Bearing, Hydrostatic, Thrust, Pocket, Land.

1 Introduction

Developments in machine tool design have been considerable
over recent years with the introduction of computer
controlled machines and new cutting materials such as
polycrystalline diamonds, boron nitrides and ceramics. To
take full advantage of the new materials cutting speeds up
to 20 m/s for steel and 60 m/s for aluminium are needed.
Such cutting speeds place increased requirements on
machine tool spindle and slideway systems if high
reliability, large load-carrying capacity and long-life
expectancy are to be achieved.

Recent research has concentrated on improving the high-
speed performance characteristics of hydrostatic bearings
as it was found that wunder high-speed conditions
undesirable hydrodynamic and inertia pressure variations,
together with large temperatures rises, alter considerably
the quasi-static loading characteristics.

Much work has been undertaken by Mohsin et al. (1980),
who re-designed the land and pocket geometry by
introducing an external recess flow system using recess
inserts (know as an ERFS) and orthogonal grooved lands.
Further work by Ashman (1987) and Ashman et al. (1988,
1989) confirmed the preliminary theoretical investigation
carried out on the new bearing design. It was found that
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an ERFS and grooved 1lands reduced considerably the
frictional power consumption and harmful hydrodynamic
pressure variations in both the lands and the recesses.
Diagrams illustrating the configuration of a plain pocket
and one which contains an ERFS are given in Fig.1l.

ERFS Depth
Film Pocket Pocket
Thickness Depth b rrs 2000000 Depth
I
lLJ!//, A //LJI —Allnﬂl'zlnbﬁ 4
Y/
AR VAR AT TN TS A e
— . o
Moving Member Outlet Moving Member Inlet
Slot Slot
a) Plain b) ERFS

Fig.1 Geometry of Bearing Recesses

However, the quasi-static 1loading and high-speed
performance of a machine tool is only a part of the
characteristics required. An important feature is the
resulting dynamic response of the bearing system, as this
will often have a major influence upon the stable
machining capacity of the machine.

The work presented in this paper describes an
experimental investigation of the dynamic response of an
annular multi-recessed hydrostatic thrust bearing with an
ERFS using recess inserts and grooved lands. The work was
carried out in order to determine whether the introduction
of an ERFS and orthogonal grooved 1lands had any
detrimental effects on the response of a conventional
bearing with plain pockets and flat lands.

2 The Test Rig

A detailed description of the bearing is given in Ashman
(1987). Figs. 1 - 3 illustrate the components of the test
bearing. The bearing blocks (items 10 and 15), each had
three recesses. Spacer and return flow inserts (items 26
and 27 respectively), which were placed in each pocket to
change the recess geometry, were held in position by
screws (item 25). The pocket depth and return flow
channel could be varied between 1.5 - 4.0 mm in steps of
1.25 mm. For a given ERFS the inlet and outlet slots were
equal to the depth of the return flow channel. Also, the
0il inlet position to the recesses could be either in the
pocket or return flow section. A diagram of the grooved
land geometry used in the design is given in Fig.3.
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For convenience the numerous bearing pocket and land
geometry configurations were given an identification
format of s/v/w/z where

depth of recess (mm),

depth of return flow channel (mm),

land geometry. F for flat or G for grooved,
0il inlet position. C for in the return flow
channel or R for in the recess.
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The test bearings were supplied with o0il via six
variable restrictors (not shown), the latter being screwed
directly into the bearing blocks to eliminate large pipe
volumes between the compensating restrictors and the

bearing recesses. The object of the hydraulic loading
circuit was to provide a sinusoidal dynamic load
superimposed on a static base load. A pressure control

valve in the loading circuit controlled the static load,
whilst the dynamic load was controlled by a Dowty servo
value. Also, three variable restrictors were incorporated
which allowed adjustment of the length of the connection

to the loading rams (item 16). These restrictors were
tuned to ensure in-phase loading between the rams over a
range of frequencies between 0 - 70 Hz. This frequency

range was a limitation placed upon the experimental
programme by the hydraulic loading circuit. The lubricant
used throughout the tests was Shell Tellus 27 0il.

Other principal features were those concerned with the
measurement of : -

(a) Static displacement by four equi-spaced Mercer
probes [item 12],

(b) Dynamic force by three Kistler quartz load washers
[item 3] placed in the three load rams (see Fig.2)
in conjunction with a Solartron 1250 Frequency
Analyzer and a four-channel oscilloscope,

(¢) Dynamic displacement by four equi-spaced Bently
Nevada non-contact displacement transducers [item
5], as shown in Fig.2.

(d) Static load by measuring the mean pressure in the
rams,

(e) Frequency of oscillation and phase difference

between the force and displacement measurements by
a Solartron 1250 Frequency Analyzer.

3 Experimental Results

The quantities of force and displacement amplitudes were
measured and then analyzed as follows

Column = Force Amplitude
Stiffness Column Displacement Amplitude

Phase Difference Between the Force
and Displacement Amplitudes

Phase Angle
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It should be noted that the static stiffness is that
which occurs at zero frequency. The experimental results
of column stiffness and phase angle versus frequency with
various pocket geometries, land types and oil inlet
temperatures are plotted in Figs. 4 - 5. For all the
tests the supply pressure to the restrictors, pressure in
the recesses, film thickness and force amplitude were set
to 10 bar, 5 bar, 0.05 mm and 640 N respectively.
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a) Column Stiffness v Freq. b) Phase Angle v Freq.
Fig.4 Dynamic Response - 1.5/0/G/R and 4/4/G/C
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Fig.5 Dynamic Response - 1.5/0/F/R
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4 Discussion

The dynamic responses of the bearing configurations
1.5/0/G/R and 4/4/G/C, operating at 30°C, are plotted in
Fig.4. It was found that the increase in pocket volume
did not affect the column stiffness significantly over the
range of frequencies tested, however, a reduction of the
phase angle was measured in the case of the 4/4/G/C
configuration. This variation was attributed to oil
compressibility effects in the larger pocket volume.

The results for the bearing configuration 1.5/0/F/R,
operating at 50°C, are plotted in Fig.5. Comparison of
the results with the bearing configuration 1.5/0/G/R
operating at 30°C shows that the responses of the bearing
arrangement were nearly identical. This was due to the
fact that the flow resistance of the bearing arrangement,
and therefore the dynamic constants (i.e. static stiffness
and effective land and pocket damping), was similar in
both cases.

5 Conclusions

The experimental investigation has shown that the
introduction of an ERFS had only a marginal effect on the
dynamic response and no effect on the static stiffness
over the range of pocket inserts tested. Also, it was
found that grooved lands did not affect the static and
dynamic response when an identical hydraulic resistance
was used.
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The use of stress wave sensors for the diagnosis
of bearing faults
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Abstract

This paper investigates the condition of gearbox bearings using
stress wave sensors which respond to very high frequencies.
Accelerometer measurements were analysed in parallel to the stress
wave sensors in order to provide camparison between the two methods.

The bearings were first examined individually on a special test
rig, allowing an assessment in isolation away fram the contaminating
gearbox noise. Various 'intentional' faults were introduced and
changes in the signature examined, using techniques based in the time
and frequency domains, and thus enabling detection of such faults.

The bearings were then fitted into a gearbox and special detection

were used for extracting their signatures fram the gearbox

noise. All the 'intentional' faults were identified and fault
diagnosis using the stress wave sensor method is hernce assessed.
Keywords: Diagnosis, Bearing faults, Stress wave sensor.

1 Introduction

As most machines contain bearings, condition monitoring of rolling
element bearings is important and has received much attention over
the past years. The most cammon damage to rolling element bearings is
spalling of the raceways and rolling elements. Rolling element
contact with the fault generates impulses of a wide frequency range
(Ratcliffe 1990) which can excite resonances in the bearing and
machine from a few kilchertz to several megahertz (McFadden 1990).

Established techniques for bearing diagnosis can be classed in
thetime and frequency domains. Time domain methods inwvolve
development of indices that are sensitive to the amount of impulsive
vibration, eg RMS, crest factor, kurtosis and shock pulse counting.
Frequency domain methods eg spectral analysis, synchronized
averaging, cepstrum and high frequency resonance analysis involve the
detection of impulse trains at some characteristic defect frequency
(James Li 1989).

The objective of this paper is to present results on the use of
stress wave sensors (SWS) for the diagnosis of rolling element
bearing faults. These sensors operate by measuring the acoustic
emissions (AE) caused by defects in materials. Unlike conventional AE
techniques the SWS contain an onboard real time signal processer
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Figure 1 Bearing test rig (A = accelerameter)

which gives a usable 0-5V output signal (Holroyd 1990).

Two stress wave sensors were used with different operating
frequencies; the high frequency SWS at 500KHz and the 1low frequency
SWS at 60 KHz. The sensors were used to monitor bearings with
simulated faults on a bearing testrig and in an autamotive gearbox.
Accelercmeter measurements were also recorded and processed in a
similar manner.

2 Experimental setup

2.1 Bearing test rig

A test rig was developed to operate with minimal noise and
vibration, see figure 1. The subject bearing is mounted in a bearing
housing which contains fixing points for both SWS and for two
accelerameters. The accelerameters were positioned at right angles to
each other in order to maximise pulse detection. Radial Loading is
achieved by a cable attached to the bearing housing, a pulley and
weights. The drive is from an electric motor via a belt to the
flywheel. An encoder is fixed to the shaft to allow signal
digitising with respect to shaft angular position. This will ensure
minimal spectral smearing of peaks due to shaft speed fluctuations.

2.2 Data acquisition

Signals fram the SWS (us:'rgthefasttmneomstantlooj);s
accelerameters are captured in the same mamner. A CED1401 intelligent
interface unit is used for digitising. Signals were low passed
filtered and digitised using the encoder as a clock signal. Sixteen
revolutions of the shaft are captured, 256 points per revolution. The
CED1401 allows two 16 bit channels to be sampled simultaneously.
Captured data is transferred to a Tandon PC for signal processing.

2.3 signal processing

The captured signal is examined in the time and frequency (order)
domains. Spectral analysis is performed by using a Fast Fourier
Transform (FFT). With a time series of 16 shaft revolutions
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Figure 2 RMS level against load for three bearings using
A: High frequency stress wave sensor
B: Low frequency stress wave sensor
C: Accelerometer (resultant accelerameter signal)

(256 points per revolution) a resolution of 1/16 order is achieved in
the order domain. This is necessary to allow precise identification
of non-integer bearing fault frequencies. Application of the inverse
FFT to the log power order spectrum generates the cepstrum. This is
useful for examination of the "hidden" harmonic series in the
frequency domain.

Time series evaluation involves calculation of the mean, RMS, and
kurtosis. The resultant accelerameter signal is generated in the
Tandon pc and is used for time series analysis. It is not used for
spectral analysis as generation of the resultant causes frequency
distortion.

2.4 Experimental method
Both SWS are digitised simultaneously at bearing loads of 50 to
200 N in 10 N increments. The two accelerameter signals are captured

in the same manner. For time series analysis, 20 samples were
recorded at each load setting and the average RMS, kurtosis etc
values kept. Spectral analysis was performed on data captured at 100
N load. Once all three bearings were examined on the bearing test
rig, they were transferred to a Ford Sierra automotive gearbox.
From the bearing dimensions the calculated fault frequencies
(Sandy 1988) are:
Inner race fault
Outer race fault

4.94 orders
3.06 orders
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3 Results and discussion

Figure 2 shows results of RMS from the SWS and resultant
accelerameter signals against load. The figure shows that faulty
bearings are separated from the reference (good) bearing in all
cases. The low frequency SWS seperates more effectively while the
accelerameter the least. With higher loads the bearing with the cuter
racedefectslmsamarginalﬁmaseinstresswavelevel, while the
referencebearingandinnerracedefectbearjngsmsamaxginal
decrease (figure 2 A and B). The resultant accelerameter signal (fig
2 C) shows a slight decrease for all bearings with increasing loads.
In general, a raised RMS level can indicate a fault independant of
the applied load.

-06

S POWER dB o

T T 1

0 ORDERS 16
Figure 3 Spectrum for outer race defect using high frequency SWS

Figure 3 shows a typical power order spectrum for the outer race
defect using the high frequency SWS. A series of harmonics can easily
be seen, the fundamental at 3.06 being the calculated outer race
defect frequency.

Figure 4 shows power order spectra for the inner race defect. The
high frequency SWS (A) shows a peak at 4.94 orders. This is the
calculated inner race fault frequency. Higher harmonics of this are
present. The reference bearing (R) does not contain peaks at this
frequency and has a flatter spectrum with peaks at 1 and 2 orders
(due to loading of the shaft). The average level of the reference
bearingissmeZSdBlowerthanthefaultybearing. For the low
frequency SWS (figure 4, B) a peak is observed at the fault frequency
but no higher harmonics. The reference bearing (R) is some 25 dB
lower on average. The accelercmeter order spectrum (figure 4, C)
shows a totally different situation. The fault frequency at 4.94
orders is not present. Peaks exist at 4 and 6 orders in both the
faulty and reference (R) bearing spectra, with the reference bearing
no longer having a flat spectrum.

ItisobviwsthattheorderspectrafortheSWSbothseparatethe
faulty from reference bearings and show peaks at the calculated
bearing fault frequencies. The accelercmeter however, show no peaks
in the same spectral region, as the SWS, and so needs a different
processing method.

Figure 5 shows the cepstrum calculated from the accelerometer
order power spectrum shown in figure 4 (C). A peak at 0.204 in the
cepstrum corresponds to 4.9 in the order domain. This is the
frequency for the inner race defect.
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Figure 6 shows the order power spectrum calculated fram the high
frequency SWS signal for the imner race bearing fault mounted in a
Ford sierra gearbox. A peak at 4.94 orders due to the imner race
fault is present as well as higher harmonics. Accelerometers fixed to

the bearing produced spectra similar to that shown in figure 4 C.

4 Conclusions

The mms value of the stress wave signal is a good indicator as it
seperates faulty from good bearings well over a range of loads. The
accelerameter can also be used for this purpose to a limited extent.
With stress wave sensors it is possible to monitor the characteristic
bearing defect frequencies in the order domain directly. An
accelerameter signal, however, needs further processing (eg cepstrum
analysis) to allow evaluation of the defect. Stress wave sensors
detect bearing faults in the gearboxes used which are easily observed
in the .

In general, the load does not appear to significantly affect
neither the RMS level nor the characteristic fault frequency
canponents of all the tested bearings.

The stress wave sensors are easy to install and need simple signal
processing to evaluate bearing faults. Unlike most accelerometers,
the stress wave sensors are not dependant on their mounted direction.
The only draw back of these sensors are their slightly bulky size.
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Monitoring of check valves in reciprocating pumps

T. Berther and P. Davies
Purdue University, R.W. Herrick Laboratory, West Lafayette, Indiana, IN 47904, USA

Abstract

Techniques are described for condition monitoring of check
valves in reciprocating pumps that are used to charge pres-
sure tanks to high pressures (310 bar). During a period of
several months vibration measurements were made on cylinder
heads of several pumps. The vibration signals typically
showed transients that are caused by the closing impacts of
the check valve plates. The frequency spectrum of the tran-
sients is complicated and, due to cross—talk from neighbor-
ing cylinders, it is not possible to draw conclusions from
spectral information about a particular valve’s condition.
To isolate signatures from particular valves, time domain
modeling and filtering techniques have been studied (e.g.,
Prony Series). One approach has been to model, in detail,
the transient events that take place during each revolution
of a pump. The goal of this analysis was to find parameters
that can be extracted from the signals that show sensitiv-
ity to the changing condition of the valves. The results
from different analysis techniques are discussed in the pa-
per, and are correlated with the known condition of the
valves in one of the pumps. Finally, suggestions for an im-
plementation in a condition monitoring device are made.
Keywords: Reciprocating Pumps, Condition Monitoring, Prony
Series, Vibration

1 INTRODUCTION

Techniques for monitoring the condition of check valves in
reciprocating pumps are discussed in this paper. The aim of
the research is to produce a measurement device that will
rate a valve in a pump in such a way that the rating will
correspond to a need for maintenance and repair of compo-
nents. In reciprocating machines the valve impacts cause
transient events in the vibretion time history that cause
difficulties when trying to analyze the signals using com-
mon FFT techniques. Other difficulties arise since impacts
from neighboring valves appear in vibration signals taken
close to a particular valve.
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2 THE PUMPS AND THEIR OPERATION

The machines studied are a series of high pressure water
pumps. The seven cylinders of each pump feed into a high
pressure water system that is used to drive large presses.
The pumps are driven by a synchronous motor at 300 rpm and
load an accumulator system up to a pressure of 310 bar at a
flow rate of 15 liters/second. Each cylinder (Fig. 1) con-
sists of a spring-loaded suction and discharge valve.
Typical failures on these parts are: worn or broken
springs, broken valve plates, leakage between valve body
and block and excessive leakage between plunger and stuff-
ing box. Unlike leakage through the stuffing box, damage
inside the valve cannot be detected easily.

plunger
gué:tt;oar: side i P /5 strokes/sec g:%ssb:rreside
-ﬁ////y/// \ P2
N \Q 7. i Z/} 3’?’\ A gj\
\ 7 \ accelero-
20 ////////// NE=

Sspnngsevemyspaced
around circumference of disc

Fig.l Schematics of cross section of pump cylinder

3 CURRENT MAINTENANCE TECHNIQUE

One indicator of a bad valve is the extra time taken by the
pump to recharge the accumulator, but since the amount of
the drawn water changes randomly, this parameter is impre-
cise.

A crude technique is to use a screwdriver to listen to what
is happening inside the valve. The screwdriver is used to
transmit the vibration from the machine to the human ear.
For this, the pump operator needs a very "experienced ear"
and the diagnosis is dependent on subjective judgement. A
more sophisticated technique uses an ultrasonic measuring
device similar to a stethoscope (UE Sys. 1987) to enable
the listener to hear hissing sounds due to leakage.
However, any decision regarding the valve's condition is
still dependent upon the subjective judgement of the lis-—
tener. Because of this, the pump's operating time is
presently the key factor in determining whether it needs to
be overhauled. This does not indicate which of the valves
are causing the problems and so the pump must be fully
overhauled to diagnose and repair the failed components.
This approach is not cost effective, since the pump may run
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with some defective valves for a long time before the over-
haul, or some valves in good condition may be repaired
needlessly

4 MEASUREMENT SETUP FOR VIBRATION ANALYSIS

To gain a reliable, objective measure of the status of the
valves, vibration signals were measured on-site with an ac-
celerometer mounted on the front plate of each of the
pump's cylinder valves. On one channel the vibration signal
was recorded while the second channel was used to record
the position of the crankshaft. The data was then trans-
ferred to a computer for further analysis.

It was found that low pass filtering the time histories at
6 kHz did not significantly affect the time history fea-
tures that we were interested in tracking as the pump aged.
The analysis therefore was performed in this frequency
range.

5 ANALYSIS OF DATA

The features in the vibration signal could be split into
three groups and related to different types of damage and
wear: a) the signal could be treated as a sequence of
transients so that the timing and the amplitude of the
transients allows us to draw conclusions about pressure
conditions, spring wear and delays due to sticking valve
plates; b) the shape of the transients could be used to
draw conclusions about the plate, the seats and the
springs' condition; c) the background signal between the
transients could be used to detect leakage. To build a re-
liable condition monitoring tool that can be used to make a
detailed diagnosis of the valve condition, all three fea-
tures must be analyzed. Long (1988) describes a commer-
cially available package that employs pressure, vibration,
ultrasound and ignition voltage measurements to detect
faults in reciprocating machinery and suggests a diagnosis
based on statistical analysis. However, the paper mainly
addresses combustion engines and not pumps. Detailed study
of the vibration signals from the pumps studied here indi-
cated that analysis needs to be tailored to the working of
the pump to allow detailed conclusions to be drawn about
the valve's condition.

5.1 Timing (sequence of transients)

In fig. 2 is shown a measurement taken on a pump cylinder
head after overhaul. The responses due to the closing of
the valve plateées can be seen clearly. The additional tran-
sients are caused by neighboring valves and are the reason
why analysis of the whole signal causes problems.

Since the optimal timing of the valve closure is essential
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Fig.2 Vibration signal measured on a pump cylinder head
during one revolution

for good efficiency, a program was developed to detect
variations in timing and impact strength. For each of the
pump’s 14 valves the program analyzes: 1) the time delay of
the valve plate closures relative to the corresponding dead
point, 2) the standard deviation of the timing over several
revolutions, 3) the amplitude of the impact response vibra-
tion signal, and 4) the standard deviation of the ampli-
tudes over several revolutions. It was found that a newly
overhauled pump will operate very regularly and that for
example, the standard deviation of the timing is below 0.44
ms. Whenever one of the above parameters is outside a spec~
ified range, a value of 1 is added to a valve’s rating. In
the worst case a pump rating can add up to a total of 56
points (14 valves x 4 criteria). However, experience shows
that a total rating of above 28 points is already too high:
i.e.; the pump should be overhauled. While this scheme pro-
vides a good indicator of the overall pump condition it is
still difficult to draw specific conclusions about individ-
ual valves using this technique.

5.2 Transients (Prony Series Model)

If the three supporting springs wear unevenly the resulting
force is not aligned with the valve axis. Consequently the
plate does not approach the seat straight and may produce a
double impact. Berther (1990) applied the cepstrum to de-
tect such changes in the valve.

Another approach is to parametrize the signal and track the
parameter variation of different measurements. The Prony
series can be used to model a signal as a sum of complex
exponential function (sum of damped sine-waves). If y(n) is
an estimate of y(n), the signals can be modelled as:

M
f{(n) - zAiesiAn
=1
where Aj and s; are both complex. Aj is a function of the

amplitude and phase, and s3 is a function of damping and
natural frequency of the damped sine wave in the signal.
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The Prony method can be used to compute Aj and si for a
specified model order M. Davies (1989) describes the Prony
algorithm among other time domain algorithms and lists ref-
erences to further literature concerning the theory and
their applications. Prony models were computed for tran-
sients caused by valve closures before and after a pump’s
overhaul. To locate the frequencies that are relevant to
the system in both cases, 4 revolutions were analyzed
(Braun 1987) . Whenever the coefficients are close together
it can be assumed that they represent the system properly.
In fig.3 the difference between the response before and
after overhaul can be seen. Some of the frequencies that
were present shortly after overhaul disappeared (e.g.;

690, 1120, 3640 Hz) while other became more dominant

(e.g.; 580, 920, 3050 Hz). It therefore can be concluded
that the Prony coefficients allow one to detect changes in
the pump cylinder. However, it has not yet been possible to
relate specific frequencies to specific changes in the
cylinder.
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Fig.3 Prony series coefficients for valve plate closing
impact responses (model order M=40)

5.3 Background Signal

During the discharge stroke; the suction-side valve in the
cylinder has to seal against a very high discharge pres-
sure. Very often this valve leaks. The additional vibration
induced during the stroke can be detected as a hissing
sound. However, it is difficult to identify such behavior
by listening to the signal because each half stroke lasts
only a tenth of a second and the impact responses often
dominate the general sound impression. The same situation
applies during the suction stroke when the discharge valve
has to seal. If leakage is severe it can be detected be-
cause the hissing creates a broadband noise with a higher
energy content than the usual background signal.
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6 CONCLUSIONS

Valves that are not working correctly cause a significant
drop in the efficiency of a pump. The mechanical behavior
of the check valves results in complex vibration signals
that contain several transient events in each cycle of the
pump. The variation of these signals between different
valves, even in newly overhauled pumps, are very large.
This makes it difficult to identify and estimate parameters
that indicate a particular valve's ageing. However, by di-
viding the signal into three categories, different types of
damages can be recovered. Changes in the timing of the
transients could be correlated with aging of the pump and
efficiency decrease. By using the Prony series models, it
was possible to detect dependence between the frequency co-
efficients and the valve's condition. Further analysis is
required to relate these changes to the valves specific
condition. :

In a future step the findings discussed in this paper could
be brought together in a PC-based condition monitoring
package that would allow monitoring of reciprocating pumps.
The rating procedure could then be automated and .improved
by using a neural network (Jakubowicz 1990). Whenever a
pump 1is overhauled, the data obtained before overhaul to-
gether with the condition of the parts could be used to
teach the network and adjust the parameters of the network.
This network may then be able to pick up subtle effects
that are difficult to define when using the present

scheme. The pump rating scheme could be extended to include
the Prony model coefficients, the cepstrum and inverse fil-
tering results (Berther 1990). When installed, additional
data could be gathered from this monitoring system which
would improve the existing pump rating procedure.
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Abstract

This paper presents vibration signature analysis as a diagnostic and
maintenance tool for a gear box of turbine generator set by following trends
for individual camponents in the spectrum. Real time analysis has been
carried out to pickup vibration as a function of acceleration. The data is
cbtained through a data acquisition system and oondition monitoring
amplification system. The data thus oollected is analysed through FFT
spectrum analyser.

1 Introduction

Vibration is a very harmful phenomena of the force transmission through a
machine which provokes wear and result in breakdown. The dynamic behaviour of
the machine parts will start changing when faults begin to dewvelop, and same
of the forces acting on this machine parts are also correspondingly changed
resulting in the vibration level and influencing the shape of the vibration
spectrum. Thus vibration signals carry much information about the running
condition of the machine on the basis for using periodic vibration measurement
and analysis as an indication of machine health and the need of maintenance.

All machines vibrate regardless of how well they are designed and
assembled, and it has been found in industrial practice that good correlation
exists between the characteristic vibration signatures of machines and their
relative condition{1]. A practical method faor judging vibration severity is to
establish baseline signatures for a machine known to be in good condition and
to monitor changes in these signatures with time[2]. In deciding upon the
significant magnitude of change in a signature camponent an increase in
vibration level is mnot significant unless it doubles. Therefore trend
monitoring of vibration signatures is a more useful maintenance tool than a
oane-time survey of absolute magnitudes[3].

In this paper signature analysis of gear boxes of turbine generator set
and propulsion plant are carried out to predict the present condition of the
gear boxes by following trends for individual camponents in the spectxrum.

2 Experimental setup

The turbine generator set gear box is a simple epicyclic one with an input
pinion, 3 planetary gears and an annulus wheel. The details of the gear box
of steam turbine propulsion plant are shown in fig.2. The details of the gear
trains are indicated in table 1.
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The monitoring (measuring) points of the gear boxes of gas turbine generator
set and steam turbine propulsion plant are shown in fig.l and 2.

The measuring and analysis instrumentation setup is shown in f£ig.3.
Oscilloscope and measuring amplifier are used for conformation of better
recording of vibration signature and Desk top computer is used for data
processing and documentation.

3 Signature analysis

Amplitude ard frequency modulations and the families of sidebands caommonly
found in gear box vibration spectra. These are often an indication of faults
of various kinds. As the condition of gears deteriorate, increased side
banding and modulation tends to cocur. If a failure is present the harmonics
of the gear mesh frequency together with side bands of both the gear meshing
frequency and its harmonics will monitor these effects.

The spacing of these side bands oontains very useful basic diagnostic
information as to the source of a vibration problem, often tracing it to a
particular gear in a complicated gear box. Even for gear boxes in good
condition, the vibration spectra nommally contains such side bands but at a
level which remains constant with time. Changes in the mumber and strength of
the side bands would generally indicate a deterioration in running condition.

3.1 Gear box of turbine generator set

A plot of vibration amplitude against frequency is known as the vibration
signature of vibration spectrum of the machine which is obtained by frequency
analysing the machine vibration signal. The amplitudes are measured in
acceleration mode. Vibration spectrums are plotted between acceleration
referred to 10-3 amn/Sec versus frequency for different monitoring points and
both for good and bad condition turbine generator sets with gear boxes and are
shown in fig.l. It is observed fram the fig.4 that the vibration levels are
high in the case of bad conditioned gear box when compared with levels of good
conditioned gear box. In general the overall vibration levels should be
around 60 dB. It is observed in both the gear boxes fram the analysed data
that the second harmonic peaks of output shaft. Rotational frequency
increases more rapidly when campared to its fundamental frequency peaks.

It is also cbserved along with the output shaft rotational fregquency and
its harmonics that the presence of half the shaft rotational frequency peaks.
This indicates the bad bearing operation.

The higher amplitude levels at harmonics of output shaft rotational frequency
(fig.4c) indicates the misaligmment of the output shaft of the gear box.
Accordingly a check was carried out for misalignment. The measured level of
alignment in this check was 0.18mm lateral horizontal, but the permissible
level is 0.03mm. Therefore, realignment has been carried out. In the second
gear box, though the levels are high at harmonics of output shaft rotational
frequency, these are considered within the satisfactory limits. Similarly the
peaks at half the output shaft rotational frequency are wvery low and
oconsidered within the satisfactory limits.
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8) Gear train of Genarator set *

Na. of teeth on input pinion, Z, : 28
No. of teeth on planetory gears 1, : 89
No. of testh on anvulus whweel, 213 238
Turbine rpm, N, + 12600
. Altesnator rpm N, t 1500
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Systew
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Gear train of propulsion plant

No.of testh on input piniond, [ 3]
Na. of testh on pimary geur, 2 1+ 10
No, of teeth on secondary pinion, ¥ 35
No, gf testh on secandary gear, 1,3 172
Turbine tpm, Ny t 5746
Propeller rpm, N‘ s 227

GRAR_mOX

Fig.2 Gear box of Turbine propulsios plane

3.2 Gear box of steam turbine propulsion plant

Real time analysis of gear box of steam turbine propulsion plant is carried
out. Vibration spectrums at different monitoring points and both for good and
bad ocondition gear boxes of steam turbine propulsion plant are indicated
fig.5.

The vibration levels obtained at different points of these two gear boxes
were ocampared with previous data available on gear boxes of the same type.
The good conditioned gear box shows a reasonable satisfactory levels of
vibration, while the bad continued gear box shows higher levels. These higher
levels of vibration exists more prominently around primary and secondary
meshing frequencies.

A phenaomenon which is observed fram the analysed data that the secondary
mesh frequency peaks increases more rapidly ocompared to all other peaks
(fig.5d). Later it is found that the reason for this occurrence due to tooth
surface inaccuracies of secondary pinion and gear. The above reason can also
be confirmed by the presence of series of upper and lower sidebands

i to secondary pinion shaft rotational frequency.

A second phenomenon observed in this is that the presence of second and
third harmonics of secondary mesh frequency components. The prominent
appearance of these harmonics reveals unacceptable secondary mesh teeth
clearances and backlashes. In our checking it is found that the secondary
mesh teeth clearance is above the acceptable limits.
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4 Conclusions

The investigations outlined in these studies  highlights the various
possibilities of the faults in the gear boxes of turbine generator set and
turbine propulsion plant through signature analysis. The periodic vibration
the ocondition of +the machines to obtain significant improvement in
productivity and overall efficiency of plant.
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Abstract

The paper describes measurements of acoustic emission RMS signals obtained from
the wear testing of sliding metallic contacts. For the test conditions studied the direct
empirical relationship between integrated RMS signal and the wear volume removed
from the test ball, enables direct on line monitoring of the wear coefficients to be
obtained.

Keywords: Acoustic Emission, Wear Testing, Wear Coefficient, Condition
Monitoring, Dry and Lubricated Contacts.

1 Introduction

In spite of the considerable effort made over many years, a complete understanding of
the wear mechanisms occurring between dry and lubricated contacts in relative motion
still eludes us.

More than thirty years ago, following the classic work of Bowden and Tabor
(1954), Archard (1953) derived an important wear model for unlubricated surfaces in
the oversimplified form of:

Wear rate V/L = K.W/H 1)

Expressed in this way wear rate, defined as volume of material removed (V) per
unit sliding distance (L), is proportional to the normal load (W) and inversely
proportional to the hardness of the softer material (H). The dimensionless parameter
K of this equation is called the wear coefficient.

Although many observations do not follow the behaviour predicted by this model, it
is now generally accepted as a suitable framework within which the quantitative
aspects of this tribological subject can be discussed. The problem lies in the specific
interpretation of K.

Experimental measurements of unlubricated wear, (see Archard (1980),book ),
show that wear rates, and consequently the wear coefficient K, vary over a

considerable range; almost 10°. This range is increased even further when lubrication
and other wear reduction techniques are present.

It is known that K depends on the nature of the materials used, on the geometry and
topography of the contacting surfaces, and on interfacial friction. The problem is
further complicated by the presence of a lubricant film between the surfaces, whether
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it be a thick hydrodynamic film keeping the surfaces completely apart, an
elastohydrodynamic film (1 pm thick), or even boundary lubricant effects which
provide protective films by chemically reacting with the surfaces in contact.

At this stage it is important to realise that two engineering surfaces which are loaded
together touch only over a very small part of their apparent area of contact. That is,
the load is supported by a limited number of asperities on opposing surfaces,
contacting each other.

The most common interpretation of the meaning of the wear coefficient K is that it
represents the proportion of all asperity contacts which result in the production of a
wear particle. The problem is to be able to relate the wear coefficient K to specified
operating conditions.

Historically, wear measurements have been conducted on specialised test rigs
which enable simple test pieces to be loaded and rubbed against each other, either dry
or lubricated, and with a combination of rolling and sliding motions.

In order to obtain the wear coefficient for a particular test, normally requires that the
test is stopped, while the test pieces are removed and examined under a microscope
and the volume of material removed by the wear process is measured. In many cases
as it is impossible to reassemble the test pieces in exactly the same position in the test
rig new specimens have to be used.

This paper is concerned with the measurement and subsequent analysis of acoustic
emission (AE) signals obtained during the wear testing of sliding metallic contacts,
with the object of using such measurements for monitoring, in real time, the wear
coefficient K as a function of time or sliding distance.

2 Experimental Apparatus and Procedure

These particular tests were carried out on a ball and cylinder test rig under conditions
of pure sliding: a stationary ball being loaded against a rotating cylinder. Details of
the test materials and lubricants are given in Table 1.

Table 1. Test Materials and Lubricants

Diameter  Material Hardness Surface Roughness
(mm) (Rc) (um Ra)

Ball 12.7 52100 steel 64 0.2

Cylinder 49.0 8720 steel 61 0.56

Lubricants Heavy Paraffin, Kinematic viscosity 67 x 106 m2/s @ 37.8°C
Light Paraffin, Kinematic viscosity 28 x 10-6 m2/s @ 37.8°C
SAE 30, Kinematic viscosity 68 x 10-6 m2/s @ 37.8°C

Acoustic emission testing offers a novel method for studying the complex wear
mechanisms that exist between loaded surfaces in relative motion. Traditionally, such
techniques have been used to detect defects in materials and to monitor incipient
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fatigue growth cracks in critical structures. A complete bibliography of acoustic
emission has been assembled by Drouillard (1979, book) and is periodically updated
in the Journal of Acoustic Emission.

Acoustic emission may be defined as transient elastic stress waves, generated at a
source, by the rapid release of strain energy within a material. These radiating stress
waves are detected at the surface of the body by a suitable transducer. Subsequent
signal processing producing results relating to the original AE source mechanisms
which may arise from different phenomena such as asperity contact, micro crack
initiation and growth, plastic deformation and flow etc. These are the mechanisms
which are involved in the basic wear processes. Unfortunately, as any combination
of these source mechanisms may be active at any time, the interpretation of AE
signals can be difficult.

In a previous paper the authors (1989) have examined acoustic emission from
rubbing contacts using a sophisticated data acquisition system which enabled number
of events, peak amplitudes, rise rates, decay rates and pulse lengths, as a function of
time, to be recorded. Because of the interference of the general signal level with the
trigger settings in some of the tests, difficulty was experienced interpretating the vast
amount of data collected. It was realized by Boness, McBride and Sobczyk (1990)
that the simple measurement of the RMS of the AE signal contained considerable
information concerning the wear mechanisms occurring in sliding contacts. In this
paper AE signals were detected by a resonant type transducer (resonant frequency
750 KHz - band pass 500-1200 KHz) acoustically coupled with silicon grease to the
ball housing, shown diagrammatically in figure 1. The transducers signals were
amplified by an AE preamplifier, (60dB gain with frequency range of 300-1000
KHz), and channelled to a Hewlett-Packard model 3400A RMS meter providing an
output proportional to the DC heating power of the input waveform. This signal was
sampled at 0.1s intervals for the first 100s of testing and 2s interval thereafter. The
resulting readings were recorded by a microprocessor and subsequently downloaded
to a spreadsheet for analysis.

Preamplifier

60dB Attenuator RMS
Gain meter
AE Transducer Interface
Contact Computer
—»

Figure 1. Schematic of Acoustic Emission Equipment
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3 Discussion

A series of experiments were conducted where wear scar volume and AE RMS signal
was measured as a function of running time. It was found to be more accurate to
calculate the volume of material removed from the ball using direct measurements of
wear scar area obtained from an optical microscope and an Omnimet image analyzer,
than to base this calculation on the major and minor dimensions of the elliptical wear
scar.

Typical wear scar volumes as a function of time, for both lubricated and
unlubricated experiments obtained from the ball-on-cylinder test rig, are illustrated in
figure 2. These results were obtained for a constant load of 10N and sliding speed of
0.57 m/s (225 rev/min). Based on elastohydrodynamic lubrication theory, the ratio
of the film thicknesses between the ball and the cylinder and the RMS surface

roughnesses, the A value, was estimated to be .06 and .24 for the light and heavy
paraffins respectively. Hence, substantial asperity contact was expected to occur for
these tests.
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Figure 2. Wear Scar Volume vs Time

The resulting RMS acoustic emission signals, referred to the input of the
preamplifier, are shown in figure 3. By plotting the integral of the RMS signal
against wear scar volume, figures 4 , a relationship between these parameters became
evident. In the spirit of simplification the existing data may be fitted by several power
laws of the form:

Wear scar volume (mm3) = constant X f(RMS)x dt

Table 2 summarizes the empirical relationships between the integrated RMS
data and the wear volume together with the wear mechanisms observed from
scanning electron microscope examination of the rubbing surfaces. It is interesting to
note that the power of the functions given in Table 2, i.e the slopes of figures 4 ,
show remarkable agreement for the mechanisms observed.
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Table 2. Integrated RMS Functions

Region Function Wear Mechanism

A 0.000144 [(RMS)0-1 dt Tnitial wear (lubricated)
B 0.00355 [(RMS)0.5 dt Adhesion (lubricated)
C 0.00016 [(RMS)0-1 dt Initial wear (dry)

D 0.00525 [(RMS)0-5 dt Adhesion (dry)

E 3.162[RMS)1-5at Abrasion (dry)

Also of particular significance is that the basic empirical relationships between wear
scar volume and integrated RMS signal is independent on the lubricant used. In order
to obtain the wear coefficient K as a function of time the operating conditions load
and speed together with the hardness of the softer material is substituted into equation
(1). Figure 6 shows the wear coefficient K based on the integrated RMS AE signals
together with the K value obtained directly from wear scar volume measurements.
The remarkable agreement between these results indicate that RMS acoustic emission
signals can provide direct on line monitoring of the wear coefficient K.
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Abstract
The paper shows how the condition of mechanical characteristics of a
machine tool can be inferred by the use of signal analysis of
accessable servo currents. This approach does not degrade the
reliability of the machine tool which can occur if additional sensors
are used.

1 Introduction

Machine tool technology is now developing at a faster rate than at any
time in its history. Despite these advances, developments in the
strategy and techniques of machine tool maintenance have fallen
behind in the general pattern of progress. This is of serious
concern, since it can be argued that present maintenance techniques
will be unable to cope with the new demands that will certainly be
made upon them in the future. Consideration of this problem and
some new condition monitoring techniques are presented in this paper

2 Condition Monitoring

To justify the application of CM the following criteria must be
generally satisfied. (Harris, Williams, Davies 1989).

(i) the plant to which it is applied must be critical in terms of the
effect that a breakdown has either on safety or lost revenue.

(ii)the plant must have observable characteristics from which
trends in deterioration can be estimated.

The CM methods being applied to machine tools can be classified
into two categories: 'Direct' methods in which data extracted from the
machine directly relates to its condition and 'Inferential' methods in
which data is processed by some form of model to yield a health
assessment. An example of the latter approach is the Kearney ¢
Treckers' remote Diagnostic Communication System (Hatschek 1982,
Freeman 1980, Chamberlain 1980). This paper will outline newly
developed techniques that also fall under this category.



3 CM Techniques

When setting up a CM scheme for a machine tool, Waterman (1981)
suggests that a detailed analysis of all the components on the machine
be undertaken to assess in each case the likelihood of failure; the
effect of the failure when it occurs, and the time it takes to repair.
Each component is ranked in order of criticality as far as CM s
concerned. Birla (1980) has listed possible critical components: fluid
and lubrication systems; work holding fixtures; rolling element
bearings and gearboxes; pumps; slideways.

Vibration analysis is perhaps the most widely used and developed
technique in the wider application of CM. Machine tools which have
many rotating elements such as spindle bearings, gearboxes and
drives could usefully adopt many of the vibration monitoring
techniques. The most common of these are: r.m.s. and peak level
measurements (Fox 1977); shock pulse measurements Kurtosis (Dyer
1978); low-frequency spectrum analysis (Claessens 1979); and signal
averaging (Stewart 1979,). All these techniques rely on measurement
and analysis of vibration produced by the equipment under test.

Stoferle (1976) describes a parametric adaptive modelling approach
which is relevant to CM requirements. The system being diagnosed
as modelled by a differential equation relating the equipment's
performance (e.g. table position x(t) to an applied stimulus such as a
control voltage y(t). This equation is written in its difference form
of the general type:

X, = f(xk—l' Xp_g vvoe Yiopr Yiogr +oo- @0 b, c, ..) equ 1
where k represents the sampling instant and a, b, ¢ ... are
coefficients related to the system's physical characteristics. Thus on
line identification will furnish information on any physical changes in
the system. It is convenient to use a recursive updating technique:

a a a
1 _ 1 T 1
a. = a,. + Gk XR41 M a. equ 2
a, a, a,

J k+l1 k k

where a. are the system's coefficients, G is the correction factor and
M the system's coordinates. Acceptable bands are set within which
the estimated system's coefficients can vary. While the coefficients
remain within those limits the system is classified as healthy.

A practical modification of this modelling technique (Harris,
Williams, Davies 1989) is to simulate the system in parallel with a
digital model. This model is not allowed to free run (letting it
proceed from a set of initial conditions unaltered except by inputs)
but is forced to track the actual system behaviour within a prescribed
error limit. This is achieved by resetting the initial conditions of the
mode! whenever the error Ilimit is consistently exceeded. The
frequency of model re-sets giving an indication of healthy, degraded
or catastrophic failure performance. The general scheme is shown in
Fig. 1.
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4 CM via servodrives

Fundamentally the 'heart' of the machine tool are the servo drives,
Using a system approach the focus of the health of the machine is
present in the dynamic responses of the servos. The gain and bias
of the servo systems are usually available for adjustment to the
maintenance engineer and in general as there are only two parameters
concerned the operator can quickly learn the distinguishing features
of each variable. Of more interest is the capability of observing
mechanical degradation effects in the servo responses. Johansson
(1976) maintains that the feed driver currents can indicate
insufficient lubrication resistance to slide motion due to foreign body
ingress between slides and slideways and motor condition. At UWCC
some of the CM research has been focussed on this approach. Trials
have shown that axis backlash (lost motion) can be monitored by
measuring the current to the axis motor Hoh (1989). The machining
centre used for the trails is a current model of a machining centre
made by De Viieg Machine Co., supplied under an SERC ACME Grant
on 'Sensor Based Machine Tool Condition Monitoring.

The current sensor used is a standard built in device which is
used to safeguard against overloads. This is attractive as no
additional sensors are required and the overall reliability of the
system is not impaired. Both the toothed drive belt and the thrust
bearing were adjusted so as to produce lost motion up to 90 microns
from a nominal value of 12 microns.

The adjustments to both belt and bearing are not easily controlled
and the lost motion attained were of values that were considered
reasonable. With the belt and bearing in their normal, acceptable
condition the transient response of the motor current to a step
demand in table position (x-axis) was recorded. This signal was
used as a reference or nominal response. Subsequently the belt was
adjusted so as to increase the lost motion from 12 microns to 26 and
50 microns. Transient responses were recorded for both settings.
The procedure was repeated but with the thrust bearing adjusted to
give lost motions of 40 and 90 microns. The deviations from nominal
are shown in Fig. 2. It is seen that these mechanical effects are
clearly observable in the motor current transients. To date the lost
motion due to the thrust bearing, motor current interdependence is
consistent and robust. The lost motion due to the belt, whilst
observable in the motor transients, is not giving deviations which are
scaled versions of the adjustments imposed.

5 Conclusions

The use of the servomotor current transients have been shown to
offer a means of monitoring not only the servo system itself but
mechanical changes in the load such as those producing dedregation
of performance. Future work will develop a pattern recognition based
diagnostic scheme (Williams), which will help to reduce down time of
the machine tool.
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Condition monitoring systems for machining
applications

M. Raghunandan and R. Krishnamurthy
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Abstract

Efficient production machining needs heavier chip loads to be used,
because of which, probability of damage (to tool, workpiece or mach-
ine) has increased. It is important, particularly for untended manuf-
acturing, to detect inciepient damage, before it can accumlate and
lead to catastrophic consequences. Adaptive control and condition
monitoring systems have been proposed for detecting chip congestion,
tool wear and breakage.

Many signals like tool forces, tool tip temperature, torque,
vibrations, acoustic emission (AE), etc., have been used in condition
monitoring of machining.Of these, vibrations and AE signals look
prospective because of the ease of measurement and ruggedness and
sensitivity of sensor.

Comparitive analysis of the results obtained by researchers, in
monitoring the machining process, using these two signals, indicates
AE to be more sensitive to the actual cutting process. Moreover, AE
signals seem to be affected by process variables only and are not
dependent on the structural rigidity of machine tool, as do vibration
signals. Hence, real-time determination of structural modes is needed
for an effective vibration based monitoring. Studies with vibration
and AE signals, are on, at present, to investigate the effect of
process variables and develop efficient signal processing
methodologies.

Keywords: Tool Condition Monitoring, Vibration Signals, Acoustic
Emission, Pattern Recognition. ’

1.0 INTRODUCTION

The Need to operate at optimal efficiency, when products of higher
accuracies and complex geometries are produced, under conditions of
low product life-cycle and variable demand, has lead manufacturing
towards minimally manned or unmanned production. On the other hand,
to obtain optimal efficiency, machines have to operate under
conditions which make it difficult to predict completely the effect
of process variables on the workpiece, tool or machine. Hence it is
important that any damage (to tool, workpiece or machine) be determi-
ned at the incepient stage, before it can lead to catastrophic
failure.
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Condition monitoring and adaptive control have been proposed to
resolve these problems, particularly in the context of stochastic
nature of the manufacturing system. Conditon monitoring systems have
been proposed for detecting chip congestion, tool wear and breakage.
Adaptive control systems have been advocated for compensating
variations in tool and work materials and surrounding environment.
Many technical and economic aspects relating to use of condition
monitoring systems are dealt with in some of the published literature
[Weck 1983, Tonhoff 1988].

Lack of fundamental process knowledge - relating to use of
techniques to wide range of materials and machining conditions
[Lister 19861, and lack of rugged sensors and inadequate sensing
methodologies [Dornfeld 1988] seem to be the main obstacles in
successful implementation of condition monitoring systems. Hence,
research has been directed towards applying artificial intelligence
concepts, such as, pattern recognition [Emel 1988], fuzzy logic [Li
1988] and parallel processing and distributed computing
[Chryssolouris 1988, Dornfeld 1988] to manufacturing.

2.0 TOOL CONDITION MONITORING

Monitoring methods can, in general, be classified as direct or
indirect. Direct methods deal with measurements of the volumetric
loss of cutting tool material; indirect methods with changes in
cutting parameters resulting from deterioration of tool. The main
advantage of indirect methods is that they are on-line and real-time
techniques. A variety of signals like tool forces, tool tip tempera-
ture, torque, power, motor current/voltage, vibrations and acoustic
emission (AE) have been attempted for on-line measurement of tool
condition. Discussion of certain specific sensors and their ability
to perform various monitoring tasks [Tlusty 1983], of various direct
and indirect methods [Lister 19861, and comparison of commercial
systems [Osipova 1987] can be found in published literature.

Vibration signals have long been used for monitoring machinery
health and AE analysis is an established NDT technique. This paper
will discuss applicability of these two signals for determining tool
and machining conditions.

3.0 VIBRATION SIGNAL BASED MONITORING

Vibration signal analysis is attractive because of the ruggedness
of sensor and the ease of measurement. According to [Martin 19861,
vibration signals are much less sensitive to tool condition, than AE
or tool forces. This is mainly because vibrations during machining
are produced as a secondary effect of tool wear and breakage.
Vibrations are produced due to rubbing action at the work flank
interface [Weller 1969], formation of built-up edge, waviness of work
surface [Shaw 1962}, or dynamic changes in tool forces, apart from
those due to associated gear contacts. Moreover the signal reaches
the sensor after damping and attenuation at various levels.

Table 1 gives a comparison of the work done by various researchers
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Table 1 Vibration based monitoring - comparison of results

Reference to Process Variables Freq. Signal

published work KHz Processing

1 Weller 1969 Turn Tool overhang, 4 to 8 Total power
Tool & work matl., content

Work size, Machine,

Depth, Speed, Feed
2 Martin 1976 Turn Speed.Feed, Tool 2 to 3 Power Spectral

position w.r.t Density (PSD)
workpiece end
3 Pandit 1982 Turn Speed, Feed, 4 to 5 Data Depandent
systems (DDS)

in using vibration signals. A linear model has been fitted, to relate
PSD to volume of metal removed and tool wear [Martin 1976]. But
[Pandit 19821 indicates that actual power of the signal at, principal
mode of tool holder, decreases to a minimm at 0.25...0.36 mm of
flank wear, after which, an increasing trend is noted with increasing
wear. It has also been established that the significant feature of
the vibration signal, which is related to tool wear is, the first
principal mode of the tool holder system [Weller 1969, Martin 1976,
Pandit 1982},

4.0 AE SIGNAL MONITORING

Research over last several years has dealt with AE based sensing met-
hods, both for detection of tool wear and fracture and for analysis
of cutting process. These have given useful insights on the signal
processing required and the generating mechanisms involved. A review
on use AE signals in machining is found in [Dornfeld 1988, Lee 19871].

4.1 AE FROM METAL CUTTING

AE is defined as the transient elastic energy spontaneously
released in materials undergoing deformation, fracture, or both.
Deformation mechanisms, fracture, decohesion of inclusions,
realignment or growth of magnetic domains and phase transformations
have been proposed as sources of AE [Dornfeld 1980]. Two types of AE
are cbserved in metal cutting - burst AE and contiuauous AE [Kannatey-
Aisbu 1982].

In metal cutting, burst AE has been associated with chip and tool
breakage and continuous AE with shearing at primary and secondary
zones and wear on tool face and flank [Emel 1988]. Fig.l gives
various zones which act as sources of AE. A detailed analysis of
generating mechanisms of AE in metal cutting can be found in
[Dornfeld 1988].

It has also been indicated that the signals measured at workpiece
and tool side are different - mainly due to the high acoustic
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impedence of various shear zones [Uehara 1984]. They put forth the
hypothesis that AE on tool side will contain information about the
contact at tool-chip and tool-work piece interfaces and on tool
chipping (hence on tool wear and breakage), while the signal on
workpiece side will contain information on plastic deformation,
shearing and contact on tool-workpiece interface. Further, it was
found that the power spectrum of different work materials is
different and signal measured on tool side is effected by tool wear.

Thus, unlike vibration monitoring, a strong dependency of AE
generated on process variables can be anticipated because AE is
generated by fundamental process events. Analysis of time-based
statistics (count and count rate) and energy (V,.o) of AE signals has
been attempted. A review of various methods therein can be found in
[Teti 1988]. Table 2 gives details of the affect of process variables
on AE signals generated. Apart from speed, feed, depth of cut and
tool angles, material dependent properties like morphology of chip
formed and hardness, chip-tool contact length and geometry of contact
affect AE signal intensity widely. Moreover events like chip
breakage, collision, and lubricat-ion produce AE signals which may
over-shadow those from the cutting process [Lee 1988].

4.2 AE BASED TOOL OCONDITION MONITORING

A variety of techniques have been attempted for monitoring of tool
wear and breakage using AE signals. Table 3 gives a summary of the
techniques reported by various researchers.

Analysis based on count, count rate, statistical properties of
amplitude distribution (Skew, Kurtosis, B functions, Mode) have given
only limited success due to their dependency on process variables.
Pattern recognition [Emel 1988] of AE signals using power spectral
components as features, has shown good results in determining tool
wear and breakage and chip noise.

The reliability of pattern recognition algorithms is dependent on
the features selected. The main disadvantage of the pattern recogni-
tion based on spectral components is that large number of orthogonal
components are generated, necessitating the use of feature selection
algorithms, which may not select the optimm features. But, low order
Auto-Regressive (AR) models have been shown to be giving good fit,to
the normalized (DC component filtered) time data. The coefficients of

Table 2 Effect of process variables on AE generated

AE parameter Process variables affecting the AE parameter

1 Vpms Strain rate, Bulk volume of matl. undergoing
Deformation [Teti 19881
Chip contact length [Kannatey-Aisbu 1982]

2 Average AE Depth, Rake angle, Speed, Noise sources (Chip
intensity breakage & collision, Lubrication) [Lee 19881
3 Count, Feed, Speed, Depth [Teti 1989]
Count rate
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Chip 1.Tool chipping, Breakage

Breaker 2.Plastic deformation at tertiary
shear zone, Friction at clearence
face

3.Deformation at secondary shear
zone, Chip sliding on rake face

4L.Deformation at primary shear
zone

5. Friction at chip breaker

6,7 Collision and breakage of chip

Tool

Fig.1 Different AE sources in machining [after Roget 19881
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Table 3 AE based monitoring - comparison of results

Reference Condition Process Signal processing details

1 Kannatey-Aisbu Wear Turn Skew,Kurtosis,B function of
1982 Amplitude distriibution of RMS

2 FEmrel 1988 Breakage Turn Pattern recognition using

Wear power spectral components

3 1Inasaki 1988 Breakage Turn Mode of Amplitude distribution

5 Liang 1989 Wear Turn Auto-regeressive model of RMS

6 Teti 1989 Wear Turn Count, Count rate

this AR model can be used as feature vector for a pattern classifier
algorithm, eliminating the need for feature selection [Liang 19891].

Study is in progress to develop pattern recognition techniques
suitable for AE study. Figure 2 shows typical experimental setup used
for collecting AE signals and for subsequent analysis. Using suitable
filters, rectifiers and A/D converters it is possible to collect AE
signals in a micro computer for fuller analysis. Figure 2 also illus-
trates a typical flow chart for pattern recognition in AE monitoring.
Thus, by using AE technique, it is possible to accurately recognise
state of machining.

5.0 CONCLUSIONS

1. Since vibration signals are dependent on the tool holder
dynamics, real-time determination of natural frequencies is required,
for an effective vibration based monitoring system. Moreover, due to
the presence of noise from machine and other signals from several
contacting surfaces,such a system might be limited in actual usage,
owing to said constraints for proper inference.

2. In spite of definate indications available on the effectiveness
of AE in providing information on the cutting process and tool
deterioration, much conflict exists with regards to the signal
processing methodologies necessary for extracting this information.
3. Differences in fracture toughness of materials, which imply
different velocities of propagation of cracks, should cause AE whose
frequencies are charecteristic of material. Different mechanisms of
production of AE - like fracture and dislocation movements - should
produce differing frequencies. It remains to be investigated, if
spectral components are sufficient for determining tool wear and
fracture, or information on amplitude levels is also necessary.
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Abstract

In this paper the trend of surface roughness change thereby
the trend of tool wear state change are discussed from
machine tool dynamics point of view. An intelligent
strategy to monitor tool wear by the analysis of surface
roughness of works is proposed.

Keywords: Monitoring, Tool Wear, Surface Roughness,
Machine Tool Vibration.

1 Introduction

The on-line tool wear monitoring is acknowledged to be an
important need for unmanned manufacturing. Various on- or
off-line techniques proposed to measure different aspects
of machining process have been developed for sensing tool
failure either directly or indirectly. Some papers have
discussed tool wear monitoring by the analysis of surface
roughness, it is agreed that an inherent relation between
surface roughness and tool wear exists. Thus researches
have proposed some contact and non-contact methods for
measuring surface roughness and then for determining tool
condition. However, it is observed that surface roughness
is not a solely increasing function with tool wear, in some
cases, it would decrease as tool wears severely.

In reality, besides the effects of geometrical and
physical aspects, vibration of machine tools is another
important aspect which affects surface roughness. Hence
the rule of surface roughness change caused by vibration of
machine tools, which is related to tool wear, must be
considered carefully in the monitoring.

In this paper, tool wear monitoring is addressed by the
analysis of surface roughness. The trend of surface
roughness change is discussed from machine tool dynamics
point of view. Experiments are conducted by using an on-
line contact sensor and an intelligent strategy to monitor
tool wear by the analysis of surface roughness is proposed.
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2 Discussion of surface roughness change

A commonly recognized change of surface roughness versus
time is from A to C shown in Fig. 1, where two stages
exist, the first stage A to B corresponds to initial use
of a new tool, since the cutting edge becomes acute after
some hard grits were worn out, Ra becomes smaller. In the
second stage B to C, tool wears gradually, since the tool
corner radius becomes larger and larger, Ra increases
versus time, in other words, Ra increases versus tool wear.

Accouding to traditional metal cutting theory, the cause
of Ra increasing with tool wear is because that the
waveform on works is copied by the shape of tool tip. In
our opinion, however, the enhancement of vibration versus
tool wear is another main cause which increases Ra.
Moreever the effect of vibration on Ra not only plays an
important role in second stage, but also it produces
another stage C to D (see Fig. 1) which corresponds to
rapid wear stage of a tool. At this stage, after Ra gets a
maximum value, then it decreases. This phenomenon is
observed in many of our experiments, it can not be
explained by the traditional theory, but it can be
explained by machine tool vibration theory.

If the tool is continually used after dramatic wear, Ra
gets to the fouth stage. In this stage, because of very
blunt of the tool, it is not in normal cutting but in
extrusion, so Ra decreases.

3 Bffect of machine tool vibration on surface roughness

For illustrating the effect of machine tool vibration on
surface roughness, a famous machine tool dynamics model
proposed by Merritt is used. The transfer function of the
closed loop machining system in which the Fourier transform
of nominal cutting thickness ag(t) is as input and the
Fourier transform of vibration y(t) is as output is
obtained,

Hiw, g,k )= L2oEoke) kobul (w . £)7k

Ao(w)  1+(1-pe ")k bul(w.t)/k (1)
Ww.$)=1/{1+jtw/w,~w?/w} (2)
Rough. Vari.(x100mv)
Ra
c D 6
| et D
Fl A ¢ \
A B 2 /7
‘s
t
0 0  18.75 37.5 62.625 15
t({min)
(a) a model (b) a detected result

Fig.l. Change of surface roughness versus time
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where m and k represent the mass and stiffness of the
system respectively, ¢ includes system damping coefficient
and cutting damping coefficient, k¢ stands for cutting
stiffness, u denotes direction coefficient, b is cutting
width, p is overlap coefficient and € is time difference
between two sequential cuts.

It is obvious that the transfer function of the system
H{(w,§ ,ke) is the function of damping ratio and cutting
stiffness. Rewrite equation (1) as,

Y(w.g k)= [H .5 k) Ao(@)] (3)

It can be seen that the vibration Y(w.,{,k.) is strongly
dependent on the system dynamics characteristic, therefore
it should be examined how the Y(w,{, k.) as well as
H(w.t ,ke) change with { and k(.

Suppose that full overlap cutting be conducted, that is
p=1, multiply H*(w.t, ke¢) ("*" means conjugation) in the
two sides of equation (1),

k? sz

7= e 1] : (4)
1+2k.pq+2kZp?(l-coswr){W]

p=bu/k g=Rel[(l-coswTt+jsinwt)W] (5)

Derive the partial derivative of |H|* with respect to ¢
and take its sign into account,

. {olHI? W] ( 2wl _ )]

s‘g“{ 3t }'w"{ st "kep(2e g VI ‘e
where

r=Rel[(] -coswT+jsinwr)olW/t] (7)

Substitute equation (2), (5), (7) into equation (6), it
is obtained,

2 2
sign{a!ah;‘ }ssign{-(ﬂz,-)—%-* 2k,p£)—osinw1)> (8)

It can be proven as the vibration frequency w is
approximately equal to the system inherent frequency wo.
which corresponds to an induced chatter, the part in braces
of equation (8) is larger than zero. Therefore, the sign of

3|H|?/8¢ 1s negative, it means the amplitude of [H| would
decreases as t increases, that is to say, as tool wear
induces an enhancement of ¢, the value of |H| would
decreases, and hence the amplitude of vibration (YIl={HA,|
decreases, thus reducing surface roughness. Similarily, the
sign of |HI? change versus cutting stiffness is also derived

. ’MH': . w? 2 w? w? (7
szgn{ ok, }-s:gn{(l-—;—g +4§2;,-g+k,p(l—coswr) I_ZE +2§;’—28mwr) (9)
It can be proven that the sign of 3|H|?/9k, is positive as w
is approximately equal to wo.. It means that the amplitude
of JH| would increase with cutting stiffness k., thus
increasing the amplitude of vibration |Y|=1HA,| and the
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waveform left on work surface.

It has been pointed out by Tlusty and others that
cutting stiffness and cutting damping ratio would increase
with tool wear, but in normal wear stage of a tool the
increase rate of k¢ is greater than that of ¢, however, in
severe wear stage of the tool, it is vice versa.

According to this conclusion, besides the effects of
geometrical and physical aspects, surface roughness would
increase or decrease with cutting stiffness and cutting
damping coefficient. In the stage B to C (Fig. 1) which
corresponds to normal wear stage of a tool, the effect of
ke on |H| is larger than that of ¢t on |H|, therefore the
global effects is increasing |H|, and hence increasing
surface foughness.

As in the stage C to D (Fig.l), tool wear happens
severely, the influence of ¢t on |H| exceeds the influence
of k. on |HI, so this causes a reverse change of surface
roughness.

4 On-line measurement of surface roughness

For measuring surface roughness, a measurement system (Fig.
2) which is composed of an on-line profilometer and other
instruments including an eddy current sensor, a low pass
filter and a microcomputer etc. is built.

As the tool carrige moves along the axial direction
slowly, the stylus moves along the contour of the work, and
the induced sheet travels along the radius direction
because of action of the double sheet springs. The
displacement y, then, is sensored by the eddy current
sensor, and next the signal detected passes through a
preamplifier and a low pass filter and is sampled by an A/D
converter. Finally, the microcomputer processes the sampled
data, gives Ra, 4Ra or other desired parameters, and makes
a judgement about the tool condition.

Because of the restriction of material and radius of the
stylus, the travel speed of the carrige and the stiffness
of the springs should be selected carefully. It has been
proven that the system can measure such a surface that
corresponds to the N7 surface of IS0-302 1978 standard.

Fig.2. Measurement system and profilometer
l-work, 2-centre, 3-tool holder, 4-tool, 5-profilometer,
6-preamplifier, 7-low pass filter, 8-A/D converter, 9-
microcomputer, 10-stylus, ll-sheet spring, 1l2-induced
sheet, 13-eddy current sensor, l4-damping meterial
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0 1.2

Fig.3. Measured waveform on a turned surface
v=128 m/min, £=0.107 mm/rev, a =0.5 mm

Work: S45C Tool: YT15, ye=12%a,=8%x,=90°%yK, =10°

Fig. 3 shows a series waveform measured on a turned
surface. The low freqrency wave whose wave length is 1, is
caused by vibration and the high frequency wave whose wave
length is 1 is caused by the cutting of minor edge.
Obviously, vibration has higher effect on the magnitude of
surface roughness than physical and geometrical aspects do.
It can be noted that the geometrical effect has relation
with vibration effect, the larger the vibration effect is,
the larger the geometrical effect is. Moverever, the trend
of the waveform change with tool wear coincides with what
we discussed above, hence tool condition can be monitored
by the state of surface roughness.

5 An intelligent strategy for tool wear monitoring

As we know, surface condition is also dependent on cutting
parameters (cutting speed, feed, and cutting depth), if a
work which has complex configuration is machined, various
cutting parameters are adopted at different parts of the
work, hence, it results in different surface states.

For excluding the effects of cutting parameters on
judgement, an intelligent strategy can be adopted. Since
production in unmanned machining is a batch process,
surface roughness can be measured at the same part of each
work. In doing so, all cutting conditions except for tool
condition are the same at these parts, the difference of
surface roughness between different works is only caused by
tool wear not by cutting parameters, hence tool condition
can ba determined by the change of surface roughness.

Generally, Ra is analyzed in the monitoring. But since
the Ra has a very strict definition and it should be
measured and calculated carefully, it is very complex to
obtain real Ra in situ, hence another two parameters are
used instead, one is the variance of surface waveform o?
the other is its change 4g2 These two parameters reflect



statistical features of work surface, they can be easily
calculated by,

o,z__l_'ig“.'-_l._ii(y -5)? 2 2 _ 2

" N.%.' d nN S S v ' dd,.-(a_-d,._,) (10)
where m denotes work number, ¢} is the variance of the i-th
sample section, ¥ , y; represent the mean value and the j-
th sample value of the section respectively, n is the
number of data sampled in one section and N is the number
of sampled sections in one appraisal length. In this
strategy, two criteria are set, one is absolute criterion,
the other is relative criterion,they are expressed by,

gn>og (11)
2 2 2 <
(402.,>0)a(40i., 405 <0) (12)

where o; is a restricted maximum variance of waveform
measured on surface of a standard work. Equation (11)
ensures that the surface roughness is within design
requirement and equation (12) ensures that tool wear is
detectable as it gets into dramatic wear zone although the
surface roughness is not beyond requirement. If one of
these two criteria is satisfied, the tool is regarded as
failure. According to this strategy, some experiments are
conducted, one of detected results is shown in (Fig.l (b)).

6 Conclusions

The change of surface roughness with tool wear is discussed
in the paper. It stresses a less noticed fact that the
surface roughness may become smaller as a tool gets into
dramatic wear zone. The phenomenon is analyzed and
illustrated from machine tool dynamics point of view, and
it is pointed out that vibration is one of main resources
which produce waveform on work surfaces. According to the
rule of surface roughness change, an intelligent strategy
which is for excluding the effects of cutting conditions on
on-line tool wear monitoring and for analyzing surface
condition conveniently can be adopted.
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Characterization of the acoustic emission behaviour
during quasi static punching tests

P. Souquet, C. Bouhelier, Dr E. Grosset, A. Maillard and L. Li
CETIM Senlis, France

DrJ. Au and A. Mardapittas
Brunel University, UK

Abstract

This work was carried out in the framework of a BRITE
program. The aim is to develop an expert system for tool
wear monitoring in milling, drilling and blanking using
multisensor systems. In blanking, the first step
consisted in working on a tensile machine to
characterize the process of press punching without the
spurious noise of the machine and to evaluate the
influence of the main punching parameters on the
acoustic emission behaviour. According to these results,
the possibilities of punching monitoring were clearly
demonstrated in quasi static tests although they must be
confirmed in industrial environment.

Keywords : Acoustic Emission, Tool Wear Monitoring,
Blanking, Brite Project.

1. Introduction : European Brite Project
This project has begun since January 1989.
Eight partners are involved :

BRUNEL UNIVERSITY (England)

CENTRE TECHNIQUE DE L'INDUSTRIE DU DECOLLETAGE
(France)

COMPUTER TECHNOLOGY COMPANY (Greece)

NICOLAS CORREA S.A. (Spain)

INSTITUTO DE AUTOMATICA INDUSTRIAL (Spain)
TEKNIKER (Spain)

HERIOT WATT UNIVERSITY (England)

CENTRE TECHNIQUE DES INDUSTRIES MECANIQUES (France)
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The task of monitoring the blanking operation
comprises three main phases :

a) Quasi static tests
b) Development of test stations
c) Progressive wear tests

The present results concern the first stage which
consisted of studying the blanking process on a tensile
machine.

2. Experimental procedures
Different blanking parameters were tested :

a) Various materials : mild steel, stainless steel,
aluminium alloy and copper alloy

b) Various thickness 1, 2 and 3 mm

c) Various radial clearance 10 %, 5%, 3,3 %

d) New and worn tools

e) Various diameters 5 and 8 mm

The worn tool was a tool of 8 mm diameter provided
by CETIM with natural wear /1/.

The comparison of new tool and worn tool has been
done by changing the punch only.

The AE signal was analyzed as follows :

a) Amplitude distribution of the AE in the rupture
zZone
b) Global parameters of AE versus displacement

3. Experimental results

3.1. Influence of the radial clearance

When a radial clearance is changed from 5 $ to 3,3 % for
a stainless steel sheet 3 mm thick, peak amplitude
decreases and the duration of the AE event in the
rupture zone increases.

The same behaviour is observed when the radial
clearance changes from 5 % to 10 % for a stainless steel
sheet 1 mm thick.

3.2. Influence of the sheet material

Two families of materials can be separated by the
analysis of the AE behaviour independently of the
thickness :
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a) Mild steel, copper alloy and stainless steel,
which give an intense discrete type acoustic emission at
the rupture. Moreover, the material can be arranged in
ascending order according to the AE peak amplitude and
the corresponding displacement of the punch at which the
rupture AE occurs.

b) Aluminium does not give an intense acoustic
emission in the rupture zone but presents a low
continuous type acoustic emission around the yield point
observed for mild steel and copper alloy.

3.3. Influence of the sheet thickness

General AE behaviour is not modified by thickness.
However, the study of the maximum peak amplitude of the
intense discrete type AE in the rupture phase shows that
there is no clear evolution between AE amplitude and
thickness. In this case, only the displacement
corresponding to the maximum peak amplitude increases
with thickness (Table 1).

Table 1. Thickness inflence on the AE Signal for
stainless steel

Thickness Peak value of AE Displacement
in rupture area corresponding to
intense AE
1073 m aB 1076 m
1 53 856
2 48,7 1 510
3 56 2 150

3.4. Influence of the punch diameter

These tests were conducted on a C.Frame press at Brunel
University by using mild steel. The AE amplitude
distribution becomes narrower and more peaky for the

5 mm punch than for the 8 mm punch. That indicates a
decrease in the AE activity at the rupture between the
5 mm punch and the 8 mm punch.

3.5. Influence of wear

The results should be analyzed according to materials :
materials with AE in the rupture zone (mild steel,
copper alloy, stainless steel) and materials without AE
in the rupture zone (aluminium alloy).
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4000
2000]Pe . 46,8 dB De-2,06 mm
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A/ MILD STEEL Thickness 3 mm
100 De: 0,756 mm 3000{p,.44 9 dB De -0,908 mm
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-10V “0v -0V +10V
B/ COPPER ALLOY Thickness 1 mm
400,Pe :53 dB De:0,85 mm 1500; Pe: 47,5 dB De:1,028 mm
0 0 .
-0V +10V -10v +10V

C/ STAINLESS STEEL Thickness 3 mm

AMPLITUDE DISTRIBUTION
Pe = Maximum AE peak amplitude in the rupture zone
De = Duration of AE event in the rupture zone

Figure 1 : Differences on AE signals between a new tool
and a worn one

a) For mild steel, copper alloy and stainless steel,
the maximum peak amplitude of the intense AE in the
rupture zone is lower when a worn tool is used than with
a new one. At the same time, the displacement
corresponding to the maximum AE amplitude increases
(Figure 1).
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Figure 2 : Differences on AE signal between a new tool
and a worn one

b) For aluminium alloy, the AE around the yield point
is higher when a worn tool is used than with a new one
(Figure 2).

4. Blanking monitoring by acoustic emission : overview
of problem

In a blanking operation, material plays a predominant
role on the AE behaviour. Two classes of materials can
be distinguished : mild steel, copper alloy and
stainless steel give an intense AE in the rupture phase
and aluminium gives only a low continuous acoustic
emission around the yield point. The general AE
behaviour is not influenced by the thickness. A change
in the radial clearance induces a change in the AE
behaviour, and a change of the tool diameter mainly
affects the AE amplitude.

However, the conclusions of the punch diameter
influence cannot be final because only two values were
tested and the geometry of the industrial punching tool
can also be very complex.

In order to distinguish a worn tool from a new one,
it is absolutely necessary to distinguish the two
families of materials at present time. However, the use
of new signal processing techniques developed in this
project or the results obtained on an industrial
blanking machine with a higher punching speed could
allow to define a common criterion to monitor wear for
all materials.

The main difficulty of the acoustic emission
measurements should be the scattering of the results
which will probably require use of averaging techniques.
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Among the acoustic emission measurements used for
these tests, the most profitable are :

a) The analysis of the raw acoustic emission by the
maximum peak amplitude and the statistical parameters
such as standard deviation and kurtosis.

b) The analysis of the envelope of the signal.

The other parameters as burst count and RMS with
large time-constants are not in accordance with the high
speed phenomenon studied in blanking.

For the ring down count, it is possible to use it
during the next laboratory study, but this parameter
strongly depends on the operating conditions as
threshold and gain, it seems difficult to use it in
industrial surroundings.
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The determination of cutting tool condition using
vibration signals
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Abstract

This paper presents the results of studies undertaken to determine if
vibration signals can be used to detect failure in two important
classes of metal removal tools: the twist drill, and the multi-insert
face mill. Twist dills of several sizes were operated to failure and
vibration was measured by means of accelerometers. The output signal
was analysed for several descriptors in order to determine basic
relationships between the deteriorating condition of the tool and the
resulting changes in vibration. The results indicate that vibration
is very good in detecting and, to a degree, predicting tool damage.
Measurement of wear is less effective, but it can be improved by more
complex monitoring procedures. 1In the case of the face mill, cutting
inserts with known amounts of edge fracture or wear were used, in
various combinations, during the milling process. The resulting
vibration signals were analysed to determine both the type and
severity of insert failure that can be recognized using various signal
analysis methods. It is shown that both edge fracture and wear can be
detected, albeit with varying degrees of confidence.

Keywords: Drill, Face Mill, Diagnostics, Tool, Failure, Breakage,
Wear, Vibration.

1 Introduction

An important element of the automated process control function is
the real-time detection of cutting tool failure, including both wear
and fracture mechanisms. The ability to detect such failures "on-
line" would allow remedial action to be undertaken in a timely
fashion, thus ensuring consistently high product quality and
preventing potential damage to the process machinery.

Of all the metal removal processes employed in industry, by far the
most prevelant are those of drilling and milling.

The objective of the present study is to investigate the
possibility of using vibration signals generated during the drilling
and face milling processes to detect both progressive (wear) and
catastrophic (breakage) tool failure.
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2 Drills

2.1 Experimental technique

To study the basic relationships between the progressing tool wear and
the resulting changes of vibration, a large number of representative
tools was operated until failure, as described in Moore and Reif
(1985) and Reif and Lau (1989). Because of the lack of space in the
machining area and the very hostile working environment,
accelerometers were preferred as the vibration transducers. The
location of their attachment was restricted by practical
considerations to a suitable stationary surface, as near to the
rotating tool as possible. 1In most cases, the upper surface of the
spindle casing satisfied these requirements. The advantage of this
location is that the signal from the same accelerometer can also be
used for monitoring the condition of bearings and for some other
diagnostic functions.

During the cutting sequences, the vibration signal was recorded on
magnetic tape and in the digitized form on computer diskettes.
Subsequently, the recordings were analyzed for several different
descriptors. The progressing wear was measured along the cutting
edges by means of a travelling microscope.

2.2 Discussion of results

The origins of the measured vibration are the forces which are
produced at the drill tip by the cutting action. Because of the
different dynamic properties of the transmission paths, significant
changes in the vibration response may exist for different machines
using the same tools. Additional variation is caused by workpiece
materials. Even castings of identical components supplied by
different foundries can introduce significant changes in the measured
vibration response. Consequently, unique vibration signatures for
particular faults do not exist and perhaps the most effective
monitoring procedure is to determine a descriptor which in a
particular application exhibits sufficiently large changes from
baseline values to reliably indicate, without significant masking by
other sources of vibration, a developing fault.

Allowing for a number of practical operation aspects, vibration
acceleration was found to provide best overall results. The simplest
approach, in terms of the required hardware and data treatment, is to
use maximum values of the vibration acceleration. This approach gives
satisfactory results for detecting tool breakages or severe damage.
From Fig. 1 it is evident that drill breakage produces sufficiently
large changes in the vibration response to be reliably recognized by
the monitoring software. On the other hand, this method is
unsatisfactory for determining wear and predicting developing failure
of tools. Fig. 2 shows vibration acceleration changes for a
particular drill with several levels of wear. It can be seen that
maximum values of acceleration alone would not provide a good measure
of tool wear and that the density of the signal is much better in that
respect. It follows that a vibration descriptor, which allows for
both the amplitude and density, such as, for example, the rms value of
the acceleration signal, would produce better results. This was
confirmed by the obtained results. BAnother procedure with reasonably
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good application potential is the counting of spikes, which exceed a
certain specified level. This function can be performed relatively
easily by electronic methods. Other descriptors, such as crest
factor, cepstrum, power levels of selected frequency spectrum bands
produced generally acceptable, if not outstanding, results.

Several statistical properties can also be extracted from the
vibration signal. 1In this particular investigation, best results were
obtained with standard deviation and variance. A typical set of
results is shown in Fig. 3, where standard deviation is plotted
against normalized wear. The latter is obtained by dividing a wear
value by its magnitude at failure for the same drill. This was
necessary in order to eliminate the significant variations in
endurance of nominally identical new drills. It can be seen from Fig.
3, that, as wear progresses, a well defined trend exists with this
descriptor and that, when normalized, the curves for the four drills
are practically coincident.
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3 Face mills

3.1 Experimental technique

The experimental studies were carried out using a 3hp vertical milling
machine. The cutting tool was a 3.81 cm diameter, three insert,
face-mill employing Carboloy TPC-322E grade 370 tungsten carbide
cutting inserts. The "standard" workpiece was a mild steel plate with
a length of 30.5 cm, a height of 15.2 cm, and a width of 1.3 cm.

While cutting, the mill traversed the length of the workpiece
performing an interrupted, symmetric cut. The vibration generated
during milling was measured on the workpiece clamp. The vibration
signals were tape recorded for later analysis in the laboratory.

The first series of tests consisted of milling cuts made using
various combinations of worn and sharp inserts in the three-insert
cutter. The worn inserts were obtained by machining a "wear block"
under very light, and non-interrupted, machining conditions. Once the
desired flank wear had been obtained, the insert was put aside to be
used subsequently in the actual interrupted face-milling tests
performed on the standard workpiece.

In the second series of tests milling cuts were made using various
combinations of "fractured"” and sharp inserts in the three-insert
cutter. Due to the difficulty in obtaining controlled amounts of edge
fracture during normal machining operations, it was decided to
simulate fracture of the insert using electrical disharge machining to
remove a controlled amount of the insert cutting edge.

Inserts with various magnitudes of wear and fracture (ranging from
0.13 mm to 0.78 mm) were used in the experiments. See Pei and Moore
(1990) for a detailed description of the combinations utilized.

3.2 Discussion of results

3.2.1 Fractured inserts
Fig. 4 shows typical acceleration level versus time histories.

Fig. 4(a) is for the case of three sharp inserts. Note that the
engagement of each insert in the workpiece is clearly evident and that
all engagements share similar characteristics, although they are by no
means identical.

Fig. 4(b) shows the resultant acceleration signal for the
combination of two sharp inserts and one insert with a 0.39 mm
fracture. The sharp inserts produce signals consistent with those
shown in Fig. 4(a) while the fractured insert produces a
significantly different output. The reduced output level for the
fractured insert is a result of the much smaller depth of cut
associated with this insert.

It would seem from the time domain data available, that the use of
either an "envelope detection" or a "threshold crossing” scheme would
provide the ability to automate the detection of tool fracture in a
a multi-insert milling operation.

Fig. 5 shows some typical frequency spectra for various tool
conditions. All frequency domain analyses discussed in this paper
were obtained using eight ensemble averages and were calculated over a
bandwidth of 0 to 20,000 Hz using 800 lines of resolution.
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It is immediately apparent that, in general, fracture phenomena is
indicated by an increase in the level of spectral components within
the range of 10,000 to 17,000 Hz. A comparison of Fig. 5(a) and Fig.
5(b) indicates a noticeable increase in the spectra around 11 kHz when
a single insert fracture of 0.39 mm is present. For two fractured
inserts, Fig. 5(c¢), the peak shifts to around 13.5 kHz. For the case
of three fractured inserts, Fig. 5(d), both the 13.5 kHz peak and an
additional peak at about 17 kHz are apparent.

Comparing Fig. 5(e) and 5(c¢) it is seen that, in general,
increasing the size of the insert fracture results in an increase in
the spectral peak associated with that failure condition.

At the present time the eight ensembles used to obtain the spectral
data are not synchronously averaged. That is, the data acquisition
for the FFT analysis does not necessarily start at the same point on
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the cutter rotational cycle. Since the "data window" (the time
required to obtain one set of data points) is significantly shorter
than the time to complete one cutter revolution, it is possible that,
in many instances, the data samples used for the FFT analyses do not
contain information from the "failed" inserts. It may, therefore, be
possible to improve the performance of the spectral data by utilizing
a combination of synchronous averaging and delayed triggering to
ensure that data representative of each insert in the cutter is
obtained and processed.

3.2.2 Worn inserts

The acceleration-time histories for the worn inserts do not, in
general, produce the noticeably different engagement signals evident
in the case of fracture (see Fig. 4(b)). However, by processing the
data in a slightly different manner it is possible to detect evidence
of tool wear.

Fig. 6 shows the amplitude probability density (APD) for several
tool conditions. This distribution shows the percent of time a given
level was present within the sample period. The data shown is for
eight ensemble averages. It thus seems possible that insert wear
could be detected using such features as the location of the peak in
APD, the magnitude of the peak, and the area under specific segments
of the distribution.

As with fracture, the presence of insert wear resulted in a
significant increase in the spectral components within the 10 kHz to
13 kHz band. Although this would seem to indicate that the presence
of flank wear could be detected using simple spectral analysis, it is
not yet clear if this method would be sufficiently discriminating to
permit reliable determination of the magnitude of flank wear.

4 Conclusions

This paper has presented results from studies undertaken to determine
if vibration signals generated during the machining process could be
used to detect the failure of drills and face mill inserts.

It was shown that, for both types of tool, vibration acceleration
signals can, if appropriately analyzed, give indications of both wear
and fracture, albeit with varying degrees of confidence.
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Abstract

Automatic in-process detection of tool wear is an important
requirement in unmanned machining. Cutting tool wear has
been investigated previously by applying frequency analysis
to the tool vibration and cutting force signals. When
applied to turning operations this technique provided a
successful means for assessing changes in the cutting
conditions. This paper shows how the force and vibration
signatures change due to the tool wear and how they can be
used to monitor on-line cutting tool wear.

Keywords: Vibration, Turning, Tool wear, Monitoring

1 Introduction

Where real time monitoring techniques are not available, the
cutting tool condition has to be inspected off-line. This
increases the non-productive machine time and reduces the
efficiency of the metal cutting operations. Tool failure
between scheduled inspections may result in workpiece and
even machine tool damage. An automated on-line tool and
cutting condition monitoring system is a necessary
prerequisite for ensuring successful operation of unmanned
machining processes.

For this purpose, various methods have been proposed
since Taylor established the tool life equation. Most of
these methods are classified into two groups:

(1) Direct methods: These methods generally involve
taking measurements associated with the volumetric loss
of cutting tool material, Jelty S. (1984).

(2) Indirect methods: These methods correlate the
changes in such characteristics of the cutting process
as force, vibration and sound, to the cutting tool
conditions; for example see, Tarn J.H. et al. (1989),
Danai K. (1987), Rao S.B. (1986) Rotberg et al. (1987) and
Weller E. J. et al. (1969).
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Frequency analysis techniques have been used to monitor
tool wear in turning, drilling and milling. It has been
found that the frequency spectra obtained by monitoring
cutting forces and/or machine or tool vibration vary as the
tool wears, and a high frequency component occurs which
increases in magnitude as the tool approaches the end of its
life. The purpose of the present work is to report some
results obtained in the monitoring of tool wear condition
through the analysis of the spectra of tool vibrations and
cutting forces. A series of tests have been performed under
standard conditions with increasing degrees of wear. The
interrelation between the different spectra and flank wear
has been investigated. Initial results give a good
correlation with the tool wear. Further work, incorporating
different cutting conditions, work material, tool geometry
and carbide tools, will need to be done to discover whether
the results obtained to date are repeatable and whether they
can be extended.

2 Experimentation

Tool wear monitoring must be on-line and insensitive to
variations of the cutting parameters. In this first
approach, off-line analysis was performed and the cutting
conditions were held as constant as possible. The test data
collection consisted of dry cylindrical turning of mild
steel at a cutting speed of 32m/min, a depth of cut of 1.5mm
and a feed rate of 0.32mm/rev. The cutting tools were all
high speed steel and had a nominal relief angle of 62, a
rake angle of 0° and an overhang of 30mm. At the beginning
of each test the tool was sharp and the test continued until
it reached a preset wear limit. The tool wear was measured
off-line after each cutting operation. Small variations in
the alignment, in the angle between the tool and the
workpiece, and in the tool overhang have been shown not to
be sufficient to invalidate results from these tests, see
Pulak et al. (1986).

Tool vibrations were sensed with two accelerometers, one
mounted on the top of the tool post and the other mounted
horizontally on the back of the tool post while tangential
and feed forces were measured using a Kistler three-
component measuring platform dynamometer. The signals were
recorded on a four channel tape recorder. The experimental
setup is shown in Fig.l.

3 Experimental results
Tests were originally made over a frequency range of 0-25kHz
and showed that the field of interest lay in the range from

zero to 6kHz. To determine the free vibration frequencies of
the machine tool, the transient vibrations were obtained by
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Fig.l: Schematics of experimental setup.

impacting the toolholder-dynamometer system with a hammer
blow to the tool tip and measuring the response with an
accelerometer mounted at different positions on the tool and
on the tool post. It was found that the principal natural
frequency of the tested system was at about 3.3kHz. Tool
vibration and induced forces with the lathe idling were also
recorded in order to single out forcing frequencies
introduced by the driving device. Fig.2 and Fig.3 depict
typical spectra of the force and the vibration signals in
the tangential direction, when running at 32m/min, in the
0-6.4kHz frequency range, as the tool flank wear grows to
0.387mm.

The first point of interest is that the force amplitude,
in the first moments of the tool life, decreases slightly
due to the built—-up edge formation. Moreover, the vibration
spectra were in evident contrast to the trends shown in the
spectra obtained as the tool wear increased. This suggested
that, for further tests, recording should be deferred until
a just noticeable level of wear had occurred.

The main cutting force amplitude, Fig.2, decreases as the
frequency varies from 0 to 6.4kHz. Most of the power signal
is then contained at low frequencies. All force spectra
exhibit a trough between 3.2 and 4kHz. This force drop-off
is usually observed at resonant frequencies owing to the
decrease in the apparent mass of the system. Moreover, the
frequency where this trough is observed decreases as the
tool wears and the peak observed in the frequency response
depicted in Fig.4 is also shifted to a low frequency,
implying that the system comprising the workpiece, tool and
tool support becomes more flexible in contrast to what would
be expected. Initially, the cutting force remains nearly
constant with wear. As the wear increases, the cutting force
becomes more sensitive to wear and increases in the full
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frequency range. This increase is marked up to 4.6kHz after
which it is less evident.

The acceleration spectra, Fig.3, show that low
frequencies dominate when the tool is new. However, a broad
peak is generated within the 2.8-4kHz frequency band. As
machining progresses, two peaks become visible. Clearly, the
acceleration signal power contained under 2.7kHz is much
smaller than that contained in the upper frequencies. It is
also noticeable that at various harmonics of workpiece
rotation frequency the narrow band noise increases with wear
more than the total power. This is particularly evident in
the spectra up to 2kHz, see Fig.3. As the tool wears, a peak
becomes evident at 1677Hz which appears to be sensitive to
wear and would appear to signal the moment at which the
cutting conditions become unstable.

This evidence leads one to consider the inertance
depicted in Fig.4 as a function to monitor the tool wear.
This frequency response does not show any useful information
for frequencies under 2.8kHz and from 4.2 to 6.4kHz. The
analysis is therefore concentrated in the 4.2-6.4kHz range.
In this frequency range, an important increase is observed
at the beginning of machining. The rate of increase
decreases as the tool wears. When the tool is new, the
contact between the tool and the workpiece is restricted to
an almost line contact that offers a small amount of
resistance to the oscillations. In general, low frequencies
dominate when the tool is new. As the tool wear develops,
the larger contact area increases the amount of workpiece
material elastically deformed. This increase in the
frictional area causes the vibration sensed on the tool post
to increase more than the force as measured by the
dynamometer in the vertical direction.

4 Conclusion

The above discussion can be summarised in the following
points:

(1) The cutting forces and the tool vibrations during
machining were recorded with a band up to 25kHz. The
frequency band of interest was found to be in the 0-6kHz.
(2) The power contained in the range up to 2.5kHz
represents a very small percentage of the total power of
the acceleration signal. Low frequencies dominate when
the tool is new and as the tool wears a broad peak
becomes more and more important in the range of 2.8kHz to
4kHz.

(3) The dynamic cutting force spectra exhibit a
significant decrease at the resonant frequency of the
tool post system which is influenced by the tool
conditions and reduces as the wear increases. The dynamic
system comprising the workpiece, tool and tool support
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becomes more flexible due to wear.

It was shown that the acceleration sensitivity is more
related to the cutting conditions, whereas the force
sensitivity is more related to the dynamometer-tool holder
system dynamic characteristics. The inertance exhibits an
important variation in the 2.8-4kHz range which should be
more useful for tool wear determination. The maximum
sensitivity in variation of the inertance spectra occurs in
a frequency range depending on the dynamic characteristics
of the tool-machine tool system; nevertheless the
sensitivity found in the range specified seems to be
satisfactory and appear to be promising at least for certain
class of dynamometers and machine tools.

The next steps in the development of this research will
be as follows:

(1) To extend the above results to a wide variety of
materials. No tests have been conducted thus far on
materials other than mild steel.

(2) To model the cutting process mathematically in order
to explain the observed variation in different spectra.
(3) To develop a system for the automatic recognition of
the tool failure.

(4) To transform the method from off-line to on-line with
improved computational speed.
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(1) : Flank wear = 0.100mm

(2) : Flank wear = 0.387mm
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hbstract

The introduction of ONC technology minimises worker's participation in
operating the grinding machines and thus makes it difficult to learm
by experience. Yet, a cambination of CNC technology and monitoring
techniques offers considerable potential for optimising the grinding
process. Monitoring of power used in grinding is simple and it does
not interfere with the normal grinding operation. Evaluation of
recorded power can provide important information about wheel sharpness
and grinding stiffness. This information can be used to optimise for a
burn free grinding.

Keywords: Grinding, Process Monitoring, Power, Stiffness, Specific
Energy

1 Introduction

Traditionally, grinding has been treated more as an 'art' than
science and therefore long experience has been the pre-requisite for
the selection of correct grinding conditions for a particular
application. Research in recent years has attempted to provide a basis
for the prediction of grinding conditions but validity of proposed
methods has only been tested in limited experimental work under
simplified conditions. Therefare, although these methods provide a
useful guide, the interpretation of predicted data to specific
applications reqiures judgement based on exprience.

The paper proposes a method for optimising grinding conditions
based on the determination of specific energy and grinding stiffness.
The specific energy can be related to theimal damage in workpiece
material and thus, those grinding conditions that lead to possible
thermal damage can be avoided.

Determination of specific energy has been based an the power
monitored during the grinding operation. It is envisaged that with a
carbination of suitable expert system and monitoring devices, the ONC
machines can guide the operator to use optimum griding conditions. In
addition, these machines can be made to learn fram monitoring the
process and update the existing knowledge.
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2 Power Monitoring

It is important that transducers used for monitoring under
production conditions are sufficiently robust so that they can be
installed in rather hostile enviromment of abrasive particles and
coolant mist. In addition, they should not cbstruct the working area
and make the loading/unloading of camponents and resetting of the
machines difficult.

In this investigation power was measured by a robust transducer
connected in an electrical circuit of the wheel motor drive. A typical
trace of grinding power in a cylindrical grinding operation is shown
in fig. 1. Before the advancing wheel makes the first contact with a
rotating workpiece the 'idle' power is consumed to cover losses in the
bearings and drive.

POHER (KN)

mean power

idle power

first beginning end THE (§)
contact of sparking-out

Fig.l. Power-time recording of a cylindrical grinding cycle.

At the first contact between the wheel and workpiece the grinding
force starts to develop and deflects the work-wheel system. After the
deflection of the system reaches the maximum value determined by the
normal grinding force, the material is removed at a steady rate. At
the begining of the sparking-out period the infeed stops but the wheel
and workpiece continue to move while the system deflection is being
eliminated. The wheel is withdrawn at the end of the sparking out
period and the power returns to its 'idle' level. The power trace
contains information about the machine stiffness which can be derived
from the rate of decay of power during the sparking ocut period. It
also contains information about the cutting ability of the wheel that
can be expressed in terms of specific energy.

3 Specific Energy as a Measure of Efficiency of the Grinding Process

The specific energy was determined by integrating the power above the
idle value and relating it to the volume removed as calculated from
measured workpiece diameters before and after grinding. Specific
energy determines the heat generated during the grinding process. If
it is excessive, the heat can cause thermal damage to the camponent.
To analyse the process, Malkin (1974) used the theory of a moving
heat source developed by Jaeger. He assumed a uniform power flux
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through the wheel- work interface moving across the surface of
aworkpiece and derived a formula for calculation of the surface
temperature. The temperature depends on specific energy, rate of
material removal, workpiece surface speed and the equivalent diameter,
which provides a measure of conformity of the wheel and workpiece. It
also depend on the thermal properties of the workpiece material.

Using experimental results, Malkin established that burn marks
appear on the surface of a carbon steel component if the temperature,
as determined by his formula, exceeds 575 degrees centigrade. On this
basis he determined the maximum value of the specific energy (Eb) for
burn free grinding. The value depends on the removal rate, work speed
and equivalent diameter, as indicated in Equation (1):

0.25, .
Deq®®) w925

Eb = 7.17 + 6.21 (J/mm3, mm, mm/s, mm%/s) (1)
Z|0'75

where: Eb specific energy on the onset of burns

Deq = equivalent diameter = Dsxdw/(Ds+dw)
Ds = wheel diameter

dw = work diameter

W = work surface speed

z' = specific rate of material removal

Correct cambination of the wheel type, dressing and coolantmust
reduce the specific energy below this value.

4 Evaluation of Stiffness of the Grinding System

a - high stiffness
b - low stiffness

The stiffness of the grinding
system is an important parameter
as it affects the grinding
performance and optimum selection
of conditions. Yet, very little
attention is paid to it in
practice. The naminal infeed rate
might never be achieved because
the grinding system is too flexible
and the required stock is removed
before the steady state can be
reached. Such a situation is shown
by curve 'b' in Figure 2. Curve 'a' Time (s)
represents the situation for a
relatively stiff grinding system. Fig.2. Grinding power with

high and low grinding stiffness.

In this investigation, stiffness of the grinding system has been
determined from the rate of decay of power during the sparking- out
period. It has been shown by Trmal (1979) that under simple
assumptions of a linear wheel- machine- workpiece system, constant
specific energy during the whole cycle and constant ratio of
tangential to normal force the decay in grinding power during the
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sparking out period can be determined as follows:

-aAX t
= PoX e (2)

;.

instantaneous power ano
power at the begining of

the period

time

vs X u LnP

constant = k X (3)
dwxEXB

grinding stiffness

wheel surface speed

tang. to normal force ratio

work diameter

work with Fig.3. Linear power decay

specific energy during the sparking out period.
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When 1n power is plotted in the time domain as shown in fig.3, then
the constant A can be determined as the slope of a linear power decay
curve during the sparking out period. From that constant the grinding
stiffness can be easily calculated because all the other parameters
are known.

5 Experimental confirmation

A series of tests have been carried out to determine the validity of
the assumptions and the accuracy and repeatibility of determining the
specific energy and the stiffness of the grinding system. Two
workpieces of different stiffness were used in the tests. The
stiffness of the workpieces was assessed by a simple deflection test
prior to grinding. The workpiece dimensions as well as the measured
stiffness values (kl) are shown in fig. 4.

— _
= __€__ _EB — _,.__.__.___.._._.€___
— — L— @)
b - © o =
1 al
©
165 mm 200 mm
L6.5 um l120 um
i "\-—___#______-—”i L'\\\\ ///"'

stiffness = 15.38 N/um
stiffness = 0.83 N/um

Fig. 4. Components used in tests.
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The stiffness (k2) of the spindle and the infeed mechanism was not
determined but it was estimated from the previous work on a similar
machine (Trmal 1979)) that the cambined infeed- spindle stiffness is
about 20 N/um. This would result in total grinding stiffness (k) of
8.69 N/um in case 1 and 0.796 N/um in case 2 (k =kl x k2/(kl1+k2)).Both
camponents were plunge- cut ground in several experiments under
conditions quoted in Table 1.

Machine: Jones & Shipman 1070 Wheel type: WAG60K Speed: 26.9 m/s
Workpiece material: En 31 Dressing: diamond blade

Case 1: (Work speed,VWw=0.393 m/s) Case 2: (W=0.387 m/s)
Test No: 1.1 1.2 1.3 1.4 2.1 2.2 2.3

Dress lead(mm/rev) 0.05 0.05 0.05 0.3 0.05 0.1 0.3
Feed speed (mm/s) 0.007 0.015 0.025 0.03 0.007 0.015 0.025
Removal rate(mm2/s) 1.05 2.09 3.46 4.12 1.29 2.58 4.28

Table 1. Details of Test conditions

Grinding power was recorded during the tests and the specific
energy was determined by integrating the power record and relating it
to the stock removed. Selected power records can be seen in figure 5.
Corresponding plots of 1n Power against time during the spark-ocut
period are shown in fig. 6. The slope of decay in power in this graph
was used to determine the stiffness of the machine using the technique
described in section 4. The force ratio u was assumed to be 0.4.

Case 2 — Test 2.2

PHER () Case 1 — Test 1.2 PORER (KR
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Fig. 5. Typical records of power.
Case 1 -~ Test 1.4 Case 2 - Test 2.2
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Fig. 6. Graph of power against time in the spark-out period.
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The values of stiffness and specific energy derived fraom the
monitoring of power can be seen in table 2.

Case 1 Case 2
Test No: 1.1 1.2 1.3 1.4 2.1 2.2 2.3
Specific energy (J/mm3) 55 45 42 26 65 63 38

Grinding stiffness (N/um) 6.3 5.8 7.5 4.9 0.66 0.65 ---

Table 2. Summary of test results.

As cen be seen from the table, the values of stiffness are in a
reasonable agreement with the expected values quoted earlier.

6 Thermal damage

The temperature determined from Malkin's theory should have resulted
in surface burns. However, no damage was found under visual
inspection. It is quite possible that the burns generated during the
grinding cycle could have been removed during the sparking out period
when the grinding rate was diminishing. The result depends on grinding
stiffness which determines the rate of reduction in the removal rate
and also the depth of the material removed during this period. A
canplete theoretical analysis of this problem is difficult and
probably only of a limited practical importance. However, a company
specific energy as well as as grinding stiffness for its grinding
operations can easily relate the acceptable levels of specific energy
to its own limits of thermal damage, optimise its grinding conditions
and produce good quality components in minimm time.

7 Conclusion

CGrinding power is an useful parameter which can be easily monitored
in a production environment.

Specific energy,which is a measure of wheel sharpness, and grinding
stiffness, affecting the grinding performance, can be derived fram the
monitored power.

Danger of surface burns can be assessed fram the specific energy
and grinding stiffness and the process can be optimised.
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The technique of mesh obscuration for debris
monitoring — the COULTER LCM 11
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Abstract

Debris monitoring of fluid power systems can now be
performed by the technique of mesh obscuration. The
contaminated fluid is passed through a fully characterised
filter mesh under constant, laminar flow conditions.
Particles larger than the effective pore size of the mesh
are retained on its surface and-reduce the open area
available for flow. The upstream pressure rises in
proportion to the number of particles retained, because
of increasing degree of mesh obscuration. If several
different meshes are used, a particle count distribution
may be obtained at Industry Standard size levels. This
simple principle ensures that the results are independent
of colour or opacity of the fluid. Contamination such as
water does not effect the results.

The COULTER® LCM II is a fully automatic instrument
which may be operated throughout a wide temperature range.
Particle counts are obtained at size levels of 5, 15 and
25um, with fluid viscosity and temperature also reported.
The COULTER LCM II has low pressure on-line capability,
together with fully programmable remote control and data
transmission via a standard computer interface.
Programmable count thresholds for all particle size
levels and viscosity may be used to indicate, and/or act
upon set required sample conditions. This rugged and
portable instrument is also suitable for batch sampling
either in the Laboratory or at remote sites.

Performance results are presented for Industry Standard
calibration materials, and for typical debris monitoring
applications, including linearity, accuracy and
repeatability data.

The flexibility of the COULTER LCM II and the
simplicity of the mesh obscuration principle will enable
this highly innovative instrument to be easily integrated
into any debris monitoring program.

Keywords: Mesh obscuration, debris monitoring,
contamination, BS 5540 part 2.
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1 Introduction

Modern hydraulic systems increasingly consist of
components with fine finishes and close tolerances
between moving parts. Particles of debris are the major
cause of wear leading to a deterioration in performance
and ultimately catastrophic failure. Debris monitoring
can be of assistance in several ways; it can be used to
determine the degree and efficiency of filtration required
for a specific application and guide the selection of the
most cost effective filtration system. It can also be
used for trend analysis to predict component wear and
potential failure.

The COULTER LCM II is a fully portable instrument
capable of counting the solid particulate contamination
present in most lubricating oils, between a kinematic
viscosity of 10 and 500 cSt. The analysis period is
typically less than five minutes, counts are given
greater than 5 and 15um according to BS 5540 part 2
(ISO 4402), and greater than 25um. The principal
advantage of mesh obscuration is its independence of oil
colour and opacity. Water in oil emulsions can be
characterised for solid particle content, and small
numbers of air bubbles do not significantly alter the
results.

2 Theory

The patented technique of mesh obscuration has been
previously described by Hunt, Tilley and Rice in 1984
and by Wenman et al in 1988, these contain a complete
description of the theory. Briefly, lubricating oil is
passed through a fully characterised filter mesh under
constant, laminar flow conditions without dilution or
concentration. Particles larger than the effective pore
size of the mesh are retained on its surface and reduce
the open area available for flow. The upstream pressure
rises in proportion to the number of particles retained
because of the increasing degree of mesh obscuration. If
several different meshes are used, a particle count
distribution may be obtained at Industry Standard size
levels. This simple principle ensures that the results
are independent of colour or opacity of the fluid.

Other contamination, such as water droplets, does not
affect the results.

The COULTER LCM II contains a DC motor and fixed
displacement hydraulic pump assembly. When analysing a
sample the processor-controlled motor runs at an
automatically selected constant speed intelligently based
on three parameters: 1) the volume of sample available,
and 2) the contamination level, and 3)the viscosity. The
optimum measuring conditions are éstimated at the start
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of each sample analysis by an expert system.

The filter mesh holder assembly contains 5, 15 and
25um filter meshes, each in an easily removable holder.
A hydraulic slide changeover valve ensures continuous

FILTER MESH HOLDER BLOCK_

25um
!
|
|
|
|
PHOTO-INTERRUPTER ><
—
CHANGE-OVER VALVE
MOTOR
>
‘ OUTLET
@ (9
P1 - P4: PRESSURE
TRANSDUCERS
Fig. 1 LCM II Schematic
operation by routing the flow in either direction. 1In

the first direction the 15um and 5um meshes are used,
and in the other the 25um and 5um meshes. The whole
assembly is designed to minimise particle entrapment and
reduce dead volume, long term continuous operation is
possible by flushing the trapped particles from the
surface of the meshes; again this is automatically done
during the normal analysis run. Four pressure
transducers measure the pressure drop across the meshes
from which the count is calculated.

3 Performance

In this study, three production instruments were used in
order to establish the typical performance of the
product. The instruments were evaluated using mineral
hydraulic oil which had been deliberately contaminated
with A.C. Fine Test Dust (ACFTD). This is a well
characterised material used as an Industry Standard and
calibration material, the reference distribution of which
can be found in BS 5540 part 2.
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3.1 Linearity

Figure 2 shows the essentially linear response of the

LCM II to increasing mass for each of the three filter
meshes up to 150mg/L of ACFTD. This is equivalent to an
ISO code of 24, the highest level of contamination for
which there is a code. 1In the figure the dashed line
shows the ideal and the solid line the actual response.
Linear regression analysis of the data shows an excellent
fit to a straight line with little scatter in the data.
0il viscosity was approximately 250cSt in this example,
results of similar quality were obtained using other oils
with viscosities between 10 and 500 cSt.

3.2 Reproducibility
Table 1 shows typical within run precision for five
consecutive counts at varying masses of ACFTD (at each size
level filter). The coefficient of variation was typically
less than 3% over the instrument's range.

Table 2 shows that the LCM II measurement of viscosity
was independent of the contamination level and was
exceptionally reproducible.

Table 1. Within run precision for nominal 250cSt oil
Concentration Coefficient of Variation (%)
(mg/L) Count >25um Count >15um Count >5um
10 1.9 1.7 2.1
25 3.3 1.7 0.7
50 2.2 0.5 0.7
100 2.4 2.0 2.4
150 1.2 6.0 2.5

Table 2. Viscosity measurement for nominal 100cSt oil

Concentration Viscosity Coefficient of
(mg/L) cSt Variation
clean 99.7 0.7

10 102 1.1
25 99.7 1.1
50 100 0.6
100 100 0.3

4 Other features

In addition to the basic features already indicated,
(guaranteed performance) the LCM II has a number of
enhancement features. All LCM II instruments leave the
factory calibrated to ACFTD, according to BS 5540. If
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other Standards are used, a sample single point
calibration for each size level can be performed.

The in-built expert system makes the analysis fully
automatic with both discrete and on-line sampling
capability. Control and data storage can be remote
through the computer interface, enabling full integration
with process management. Alarms can be triggered when
preset ISO codes or viscosities are reached, a valuable
feature if monitoring for example, a filtration system.
Once the required cleanliness has been reached, the
filtration can be stopped thereby optimising the use of
plant, energy and time.

If the instrument has low confidence in any measurement,
for whatever reason, the result will be flagged to alert
the operator. In-built software continually monitors the
integrity of the pressure transducers and, if a failure
occurs, will prevent further analysis whilst indicating
the error.

5 Conclusion

The LCM II measures particulate contamination and has been
shown to respond linearly with the mass of debris.
Measurement of viscosity is shown to be independent of
contamination and is very reproducible. Its principal
advantages over competitive techniques are that it is
independent of colour or opacity of the fluid, the
refractive index of the particles, water contamination,

and the material composition of the debris. It can analyse
debris in emulsions of up to 40% water in oil.

The flexibility of the COULTER® LCM II and simplicity
of the mesh obscuration principle will enable this highly
innovative instrument to be integrated into any debris
monitoring program.
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Finding what matters — health monitoring by FCM

T.M. Hunt
Associate Consultant, Lindley Flowtech Ltd, Bradford, West Yorkshire, UK

Abstract

Too often health monitoring of machines and systems has
been spoilt in concept because of inadequate monitoring
devices. Why do we monitor? Basically it is because
we want to know any change from near-perfect health.

We want to detect those early signs of malfunction. We
want to be warned of impending failure.

On the other hand we do not want to be switching off
our process at every whim and fancy of the monitor, only
to find that a small gremlin of absolutely no consequence
is passing through. We do not want to be told to shut
down when there are still thousands of hours work left in
the machine.

It is in this detection of what really matters that
the Fluid Condition Monitor (FCM) is becoming more and
more accepted. From an analysis of the machine, and
possible serious changes in the fluid, the FCM is able to
show, at the right time, when that condition is reached
where action must be taken.

After a discussion of machine health and the
associated fluid changes, the paper describes the FCM's
capabilities and gives examples of it in use where its
output is related to real machine conditiom.
Kezwords:Filter Blockage technique, Fluid Condition
Monitor, Lindley Flowtech, Machine, Off-line, 0il,
On-line, Reliability, Wear Debris.

] Introduction

What is the purpose in fitting a condition monitor? It
seems almost an irrelevant question - but far from it!
The history of condition monitoring is by no means
straightforward, and many ingenious approaches have been
taken to sell monitoring products which unhappily
finish their short lives as paper weights or even less.
If you buy a monitor, it must be with the objective of
having a device which gives you information relating to
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the condition of your equipment. This information
should be of such content that it enables you to take
corrective action before serious consequential damage
occurs. It is no use having a monitor which tells you
when the system has already broken down; what is needed
is advance warning.

But what is it that makes a monitor so prophetic?

2 Early Signs

The predictive ability of a monitor is that feature of it
which enables it to

DETECT THE FIRST SIGNS OF DECAY, RELIABLY

One example of unreliability is that of the early chip
plugs used by US Army personnel reported by Beerbower

(1975). If I remember rightly something like 307 of the
indicated engine 'faults' were spurious - it being the
chip plug which was at fault! It took many years for

this to be forgotten and forgiven.

Several examples of the inability to detect the early
signs were observed in work undertaken at the Fluid Power
Centre in Bath, and reported by the author, Hunt

(1986). Figure | shows the results.
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Fig.l. Change in transducer output with wear (Hunt 1986)
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Some 15 different tranmsducers and techniques were used
on an axial piston pump as it deteriorated to a degree of
almost total uselessness. Few of these were able to
spot any change at all in the early stages of wear (up to
5% loss in overall efficiency), and most of the others,
whilst noting a change, gave such scattered readings that

confidence in them was limited. (The width of the lines
gives an indication of the variableness of the measured
values at each stage of wear). Basic vibration

analysis, including FFT, produced no clear results, but
Cepstrum analysis did indicate differences with wear,
but the sensitivity was low and the repeatability
unknown.

The detection of the early signs is what is going to
sell a monitor to management. It makes economical sense
to save a machine before catastrophic failure occurs and
to repair it at a convenient time

3 Fluid changes

One aspect which was not covered by Hunt (1986) was the
debris in the oil analysis. This would not have been a
true test because the wear was accelerated, and no
attempt was made to monitor during the wearing process
but rather after each stage of decay. Debris Analysis
is, however, a technique ideal for use in the real
situation at the time that wearing is taking place.

Even more, where a device like the Fluid Condition
Monitor is used, it can show up the early stages par
excellence as we shall see below.

The fluid being pumped around a machine, regularly
carries the evidence of fault, if present. That is just
why our blood is so seriously monitored and checked at
regular intervals.

Lubrication oil and hydraulic fluids carry solid
particulate contaminant, which can cause failure -
and that is one major reason for fluid monitoring.
Another reason for monitoring is that the fluid
carries debris from components which are wearing

or collapsing.

Because of the variable nature of these particles, see

Do B \

Fig.2.Shapes of common solid debris in engineering fluids
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the shape, the size, metallic, non-metallic, magnetic,
non-magnetic - most detectors are somewhat limited in
their ability to detect them, particularly if the fluid
is chemically contaminated as well.

But the evidence is there, the early evidence waiting
to be spotted.

4 The Fluid Condition Monitor

The reason why the Lindley Flowtech Fluid Condition
Monitor (FCM) is so suitable for monitoring fluid debris
is that it can detect all debris in whatever fluid. It
does not matter whether the fluid is coloured, or mixed
with water or air, particles down to 5 micron, or even
less, are detectable, accurately.

The technique of Filter Blockage is used. The
technique involves the measurement of pressure drop as a
filter blocks. In practice what happens is the debris is
trapped in a refined mesh as the fluid passes through
it. The pressure drop across this mesh thus rises
quickly if there is more debris present, more slowly if
there is little there.

In the FCM the times and pressures are measured so
precisely, that an actual count of particles greater in
size to the mesh is achieved. This has been described in
detail by Raw and Hunt (1987). By automatic reversing
of the flow, the mesh is back flushed and continuous
operation occurs.

Fig.3. The Fluid Condition Monitor (FCM)
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Another valuable feature is the on-line fitting. The
FCM can be permanently attached to, or plugged into a
sample point on, a high pressure line to give continuous
on-line monitoring of the fluid as critical machinery is
operated. The only extra to the FCM is a fluid interface
to provide a fixed flow at low pressure from the high
pressure line (this is supplied by Lindley Flowtech).
Alternatively, the FCM can be used off-line, by means of
its inbuilt pump, connected to a reservoir or sample
container.

5 Examples of immediate fault detection

ROVER 200 SALOON

Fig.4 The Rover 200

A very recent example of fault detection in good time,
could be taken from the Rover Group use of the FCM. The
FCM functions as a monitor of the polyol ester fluid
involved in the robots used in welding the Metros and
Rover 200's at Longbridge. An acceptable level of
particulate has been agreed at the NAS Class 7
cleanliness level. Some nine months after the FCM was
put into service, instead of the usual NAS 7 or below,
NAS 11 was suddenly indicated. The system was stopped
and examination of the fluid indicated, even by eye, many
large aluminium and non-metallic particles present.
Corrective action was taken, and the robot was able to be
restarted after a short delay without any serious
consequential damage occurring.

Another example of the detection efficiency of the FCM
was given by the author in a paper presented last year at
COMADEM 89, Hunt (1989). In that illustration a valve
was found leaking on a flushing rig.
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6 Conclusion

Although it is appreciated that there are many very
exciting monitors and monitoring techniques available,
it is felt that the only really viable monitors, as
far as management is concerned, are those which detect
the early stages of decay.

It is suggested that one such suitable monitor is
that which looks at all debris in the fluid, as
exampled by the Fluid Condition Monitor.
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Grease — a suitable case for condition monitoring

M.H. Jones

Department of Mechanical Engineering, University College, Swansea, UK

Abstract

A method of wear debris analysis of grease by emission spectroscopy
(rotrode) is described. A sampling procedure and sample preparation
technique are included. A case history of damage in a highly loaded
thrust bearing with resulting redesign is detailed.

Keywords: Condition Monitoring, Grease, Emission Spectroscopy

1 Introduction

Wear debris analysis of liquid based lubricants has been carriea out
for more than forty years, through spectrometry since 1945, and
subsequently ferrography and related techniques. Semi-liquid
lubricants such as grease have, however, been relatively ignored
despite the majority of bearings in industrial applications being
grease lubricated. The US Army have initiated, during the last few
years, a program of grease analysis by ferrography. This requires
breaking down the grease structure by the use of solvents.
Applications of this technique have been restricted to the swash
plate bearing of one of the army helicopters. Other applications have
been reported by the ferrograph manufacturers (1). Ferrography, which
entails the magnetic separation of debris, i.e. ferrous particles,
has to utilise an alternative syphon system to ensure large particle
detection. A burette feeding the solvent and grease mixture over the
ferrogram slide has been found to be adequate; an alternative method
has been described in the reference (2).

A disadvantage of the above methods is that only ferrous debris is
separated for diagnosis. Further techniques have to be used to
identify whether the particles are mild steel, alloy steel, cast
iron, etc. The use of X-ray analysis would be required for more
precise identification. A further disadvantage is that time taken for
these procedures makes the analysis very expensive and therefore
restrictive.

An ideal technique for grease analysis should enable the detection
of all the elements likely to be encountered in typical applications,
e.g. component materials, lubricant additives and contaminants,
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minimum sample preparation and low cost. This paper proposes such a
technique.

2 Sampling procedure and analysis technique

Taking samples of grease has always been perceived to be a problem as
to whether the sample is representative of the bearing condition.
Experience over more than two years has shown that within yarious set
procedures, the grease sample may be truly representative and the
results reproduceable.

The method proposed entails the use of nylon tubing attached to a
'Vampire' sampling gun inserted into the loaded region of the
bearing; several strokes of the pump (sampling bottle attached),
should extract two to three inches (6 cms) of grease. The nylon tube
is cut and the ends sealed for transit.

Preparation of the sample entails the following:

a. Force a weighed amount of grease from the tube into a beaker.

b. Add to the grease three-times its weight of base oil (Conostan
75 clean base oil standard has been found most suitable for
dilution). Thorough mixing results in a semi-liquid sample
suitable for analysis.

c. Pour the mixed sample into a specimen cup for emission
spectrographic analysis. The pre-sparking on the rotrode
ensures an even coating of the graphite disc, prior to
analysis.

Table 1 lists the analysis of three successive sparks from the
same spectro sample cup.

3 Case Study

With increasing demands made on the manufacturing plant by new and
more difficult products, a strip mill which has been coomitted to POM
(plant condition monitoring), had extensive experience of vibration
monitoring, spectrographic oil analysis, wear debris analysis and
numerous non-destructive techniques, however, no experience had been
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